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Introduction

This Century-old question about the structure of matter and its elemen-
tary building blocks drive generation of philosophers and scientists.
The idea that matter is composed of indivisible and indestructible enti-
ties called atoms and filled with empty space in between was conceived
in the 5th century BCE by Democritus and his mentor Leucippus [35].
In contrary, Aristoteles argued that matter is build up by continuous
elements of fire, air, earth, and water and their transformation into
each other. Both ideas can be understood as the origin of our mod-
ern view of matter and its different states. But this ancient concepts
were based entirely upon philosophical considerations and it took until
the 19th century, that these hypothesis could be tested empirically by
experiments.

Elementary particles and fundamental forces

The first discovered elementary particle was the electron. 1897 J.J. Thom-
son concluded that cathode rays consist of negatively charged particles
following measurements of the mass-to-charge ratio m/e. [15] By the
deflection in a transverse electric field he determined the charge, with an
additional compensating perpendicular magnetic field the velocity and
in combination with the accumulated charge and the generated heat at
a collector he could determine the mass of the electron. His estimation
of the mass of the electron was three magnitudes smaller than the mass
of a hydrogen ion [39]. Besides many others, his experimental methods
in contrast to the previously used methods of chemistry, introduced
the new field of experimental particle physics. A decade later, in 1911,
Rutherford together with Geiger and Marsden showed with their scat-
tering experiments, where a gold foil was bombarded with α-particles,
that the mass of an atom is concentrated in a massive centre carrying a
positive charge, - the atomic nucleus [37].

ProtonAlphas

14N
17O

Figure 1: Picture of a cloud chamber pho-
tograph made in 1925 [8, 38] from the nu-
clear reaction 14 N + α → 17O + p. First
conducted by Rutherford in 1917 [36].

With one of the first nuclear reaction Rutherford was able to show
the existence of the proton as constituent of the atomic nucleus. Using
alpha particles directed at nitrogen, one hydrogen nucleus was knocked
out, producing oxygen by the nuclear transmutation (see fig. 1) [36, 8].
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With the discovery of the neutron by Chadwick in 1932 [17] the building
blocks of matter were simplified from around 90 different chemical
elements to three constituents: electron, proton and neutron.

In the following years, by studying Cloud Chamber photographs of
high energetic cosmic radiation, the positron was found 1932 by Ander-
son [2] and together with his student Neddermeyer the muon four years
later (1936) [3]. They were also able to proof the existence of the positron
with a further experiment, where they produced positron-electron pairs
by radiating a lead plate with a gamma-source ("Thorium C" ,208Tl) [4].
This could be seen as the first conducted di-lepton experiment and it
was followed independently in similar ways by Curie and Joliot and by
Meitner and Philipp in early 1933. A near ten year long search, using
further developed photographic emulsions, sensitive even to minimum
ionization of charged particles, exposed at high-altitude mountains,
lead to the discovery of the pion in 1947 by Powell and his collaborators
[33, 29, 13]. In figure 2 the complete decay chain of a charged cosmic
pion to a muon and the successive decay to an electron is shown. Up
to now cosmic muons with their relative long lifetimes are one of the
practical sources to calibrate or measure the alignment of detector sys-
tems. Around the same year (1947) Rochester and Butler [34] observed

Figure 2: Image of the decay chain of
a cosmic pion taken in 1948 [13] with
a electron-sensitive emulsions. The in-
coming pion (down-left), leaving a strong
track, decays into a muon. Its abrupt
change in direction results from the emis-
sion of an invisible lightweight neutrino.
The muon leaves a more and more denser
track shortly before decaying into an elec-
tron visible as a faint track and a second
invisible neutrino.

in cosmic-rays, beside pions and muons, a new type of unstable particle
with curiously V-shaped tracks - the first strange particles. Further
analysis by Brown et al. [14] and Armenteros et al. [6] revealed a
second kind of heavier strange particle decaying into an additional
proton. These strange particles, known today as kaons and lambdas
are produced by the strong interactions and only decay via the weak
interaction.

With the advent of particle accelerators, powerful enough to pro-
duce these newly discovery particles, their detailed properties could
be studied under controlled conditions. One of the first successes
was the observation of pions produced in a carbon-target with alpha-
particles accelerated to 380 MeV with the 184 inch synchronized cy-
clotron build by Lawrence in Berkeley [22]. Soon larger accelerators,
e.g. Cosmotron (3.3 GeV, 1953–1968), Bevatron (6.2 GeV, 1954–1971),
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Synchrophasotron (10 GeV, 1957-2003), PS (28 GeV, 1959–now) and AGS
(33 GeV, 1960–now), were build and the list of newly discovered particle
and their exited states was growing. This motivated the search for an
underlying model to categorize the different particles species. In 1957

Gell-Mann and Rosenfeld summarized the properties of the observed
particles in an review [24], which is one of the predecessor of todays
Particle Data Book.
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Figure 3: The six leptons (e, νe, µ, νµ, τ, ντ)
and the six quarks (u, d, s, c, b, t) are
grouped into three generations, their fla-
vor is the source of the weak interaction,
which is mediated by the W0 and Z±

bosons. Each quark-flavor has three col-
ored versions, where their color-charge is
the source of the strong force mediated by
eight colored gluons. Beside the neutrinos
all elementary particles are charged and
experience electromagnetic interaction by
the photon.

The answer to the diversity of particle species came 1964 from Gell-
Mann [23] and Zweig [40]. The observed particles are not elementary
objects, but are built from more basic constituents, Gell-Mann called
the quarks. The experimental evidence for point-like constituents in-
side protons was shown in 1968 at the Stanford Linear Accelerator
Centre with electron-proton deep-inelastic scattering experiments [9,
12]. The postulated idea of the quark model, now 50 years old, can up
to now describe all observed mesons (quark-antiquark bound state)
and baryons (three quark bound state) by six quark flavors (u, d, s, c, b, t).
Like the six leptons (e, νe, µ, νµ, τ, ντ), the quarks are grouped into three
generations, but with the difference that each quark-flavor has three
versions, characterized by the quantum number color (see fig. 3).

QCD αs(Mz) = 0.1185 ± 0.0006

Z pole fit  

Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)
Lattice QCD (NNLO)

(N3LO)

τ decays (N3LO)

pp –> jets (NLO)(–)

0.1

0.2

0.3

αs(Q)

1                   10                  100
Q [GeV]

Sept. 2013

1000

Figure 4: The coupling constant of the
strong interaction as a function of mo-
mentum transfer squared Q2 = −q2.
Experimental values are shown. (from
ref. [30]

It took nearly ten years (1972) for the formulation of the the Quantum
Chromodynamics (QCD) as the underlying quantum field theory of the
strong force. By describing the coupling of gluons to the color-charge
of the quarks and gluons themselves, two features of QCD became
apparent. One is the color confinement, a consequence of the fact that the
color-charge is not directly observable and the hadron spectrum contains
only color neutral states. The other, called the asymptotic freedom [25,
32], is describing that the strength of the strong interaction becomes
asymptotically weaker with increasing energy, thus probing smaller
distances. To illustrate this the running coupling constant αs (see fig. 4)
rises towards smaller momentum transfer Q:

αs(q2) =
12π

(33− 2n f ) ln(q2/Λ2)
(1)

here Λ is the QCD scale parameter, q the 4-momentum transfer and n f

the number of flavors. In other words, at very small distances quarks
behave as free particles up to the resolution scale of a nucleon, where
they are confined. While this behavior at large momentum transfers can
be treated with perturbation theory, the description of the interactions
at small momentum transfers has to rely on effective models. The
understanding of color confinement and mass generation in QCD is one of
the unanswered key question in modern physics.
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Heavy-ion collisions

For the understanding of the properties of matter governed by the
strong interaction, a common characterization, is the QCD phase diagram.
It maps the relationship between net-baryon density and temperature
and and depends on the Equation of State (EOS) of nuclear matter. It
is distinguished into ordinary nuclear, hadronic and partonic matter
by the available degrees of freedom. To systematically investigate the
phases of QCD matter by the creation of high energy densities in the lab-
oratory, heavy-ion collisions provide the only choice. By the variation
of the collision energy and the system size, different regions of the QCD
phase diagram can be probed experimentally. At very high energies,
provided by the LHC at CERN or RHIC at BNL, a state of matter with
nearly vanishing chemical potential can be created with similar proper-
ties as the matter in the early universe about 10 microseconds after the
Big Bang. At the lowest relativistic energy domain (Elab ' 1− 2 AGeV),
nuclear matter with extreme net-baryon densities up to three times
the ground state matter density can be studied. At different stages in
the evolution of heavy-ion collisions various physics observables are
formed. The systematic survey of these as a function of beam energy
and system size, can reveal the complex dynamics of nucleus-nucleus
collisions. The first stage of a heavy-ion reaction, called the initial

Initial state Collision Hadronic freeze-out

Meson
Baryon

Participants

Spectator
Fireball

Expansion

Spectator

state interaction, is commonly pictured as two Lorentz-contracted nu-
clei in the ground state where the configuration of the nucleons are
approximated to be frozen. The geometrical aspects of the collision are
characterized by the transverse distance between their centers (impact
parameter) and their angular orientation (reaction plane). The reaction
cross section in therms of the overall surviving probabilities of the indi-
vidual scattered nucleons can be achieved by the Glauber Model and is
the topic of Chapter 4. The kinetic energy of the collision is converted
into compression energy in the pre-equilibrium stage and is released
during the thermalization of this high density phase in a collectively
expanding system. Once the system cools down to the critical tem-
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perature hadrons form (hadronization) and once no sequential inelastic
collisions occur any more the chemical freeze-out point is reached, i. e.
the observable particle abundances get fixed. In the further develop-
ment the phase space distributions of the hadrons changes until the
kinetic freeze-out is reached, where elastic collision cease. Observables
of bulk properties, like radial, directed and elliptic flow, as well the
abundance of fragments due to coalescence, remain unchanged. The
measurement of particle correlations (femtoscopy) provides informations
on the space-time freeze-out volume at this stage. The goal is to find
signatures that preserve the information of the subsequent stages, e.g.
electromagnetic probes.

Quantum Chromodynamics Phase Diagram

The phases of strongly interacting matter and their transformations
are some of the key questions of nuclear physics. The phase dia-
gram of nuclear matter can be parameterized by the temperature T
and the baryo-chemical potential µB and is shown in figure 5. The
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Figure 5: Sketch of the phase diagram
of QCD matter including data points
in T and µB describing the final hadro-
chemical freeze-out from grand canonical
statistical model. Adapted from [21]

best empirically observed region in this diagram, is nuclear matter at
ground state density ρ0 = 0.16 fm−3, equivalent to energy density at
ε0 ≈ 0.14 GeV fm3 and zero temperature. Here nuclei exist as a quantum
liquid, a system of up to hundreds of nucleons bound by the nuclear
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forces. At low excitations energies of around 10 MeV per nucleon
a liquid-gas phase transition is believed to occur [31]. In the energy
regime of relativistic heavy-ion collisions the produced energy densities
are high enough to excite nucleons into baryonic resonances. It is ex-
pected that this excited baryons and the other produced particles, create
a state of hadronic matter. This hadronic phase relies only on hadronic
degrees of freedom of color-confined hadrons. For sufficiently large
energy densities the system is expected to be in a de-confined phase with
quarks and gluons as the relevant degrees of freedom. This de-confined
phase is named Quark-Gluon Plasma (QGP). Very early after the devel-
opment of QCD, Cabibbo and Parisi (1975) [16] formulated the idea
of a phase transition between confined/de-confined matter based on
the physical interpretation of the Hagedorn limiting temperature [26].
Recent results of lattice QCD calculations [27, 1, 19] predict the phase
transformation between confined hadrons and de-confined quarks and
gluons at vanishing baryo-chemical potentials (µB → 0 MeV), with
a smooth cross-over between the two phases, and at a temperatures
of about 150− 160 MeV [11]. For higher baryo-chemical potentials it
is expected that the parton-hadron phase boundary changes from a
cross-over to a first order phase transition, with the consequence of a hy-
pothetical critical end-point. For the description of hadronization at the
parton-hadron phase boundary line, the measured hadron production
data are used to determine the degree of chemical equilibration. The
statistical hadronization model (SHM) [18, 7, 5] and the hadron resonance
gas (HRG) model [10, 28] are used for the extraction of the chemical
freeze-out parameters Tch and µB. It should be emphasized that re-
gardless of the oversimplified description neglecting dynamics, these
models are in good agreement with the experimental abundancies [20].
A smooth interpolation of these points by the hadro-chemical freeze-out
curve [18] is shown in figure 5.

Motivation and goal of the thesis

The main goal of this work is the determination of the reaction cen-
trality and the study of the event characteristics of Au+Au collisions
at 1.23 AGeV data taken with HADES in the framework of a Glauber
Model in the Monte Carlo approach. Furthermore, the development,
test and commissioning of the new Electromagnetic Calorimeter (ECAL)
detector, including the proposed readout system, is described. In Chap-
ter 2 the HADES experiment and its physical goals are summarized. In
the following Chapter 3 the requirements for the ECAL and its readout
system are specified. In order to investigate the optimal functionality
of the calorimeter modules a series of dedicated test experiments of
the prototype frontend-electronics in combination with different PMT
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types have been performed. An overview over the Glauber framework
and the systematics specific to the Monte Carlo approach are given in
Chapter 4. The following Chapter 5 is devoted to the methods of global
event characterization with a special focus on event selection methods,
the centrality determination and systematics in the context of identified
particles.
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Figure 6: Compilation of all HADES
production beamtimes, organized in raw
recorded data volume [TByte] and length
of the beam campaign [in days].

Between 2002 and 2014 various experiments with different collision
systems, i. e. in elementary and heavy-ion reactions, at beam energies
of 1 - 3.5 GeV have been investigated by HADES. The complete list of
experiments (without test runs) is given in table 1. The first runs with
carbon-carbon reactions at 1 and 2 AGeV [2, 3, 8] were performed to
confirm, with better acceptance and statistics, data which have been
taken by the DLS (DiLeptonen Spektrometer) collaboration [41] at
Bevalac and which showed an enhancement of low-mass dileptons in
heavy-ion reactions.
The reactions p+p & d(n)+p conducted in 2006 and 2007 allows to draw
conclusions on the origin of virtual photons in elementary and light
collision systems, i. e. C+C. Cold nuclear matter at saturation density
was studied in 2008 with p+Nb reactions and the elementary reference
p+p at 3.5 GeV in 2007.

Year System Energy rec. [109] data [Tbyte] Reference

2002 C+C 2 AGeV 0.25 1.2 [2]
2004 p+p 2.2 GeV 0.44 0.9
2004 C+C 1 AGeV 0.495 1.1 [8]
2005 Ar+KCl 1.765 AGeV 0.925 8.3 [5]
2006 d(n)+p 1.25 GeV 0.85 1.9
2007 p+p 1.25 GeV 1.70 5.3
2007 p+p 3.5 GeV 1.18 3.1 [7]
2008 p+Nb 3.5 GeV 4.21 13.6 [6]
2012 Au+Au 1.23 AGeV 7.31 138 [26, 35]
2014 π−+A 0.5− 1.57 GeV 0.38 2.1 [17]
2014 π−+p 0.5− 1.57 GeV 1.23 6.6 [17]

Table 1: Between 2002 and 2014 several
experiments with different collision sys-
tems and beam energies have been con-
ducted with the HADES spectrometer.
The number of events and the data vol-
ume recorded is shown.

The medium sized system Ar+KCl [5] was measured in 2005 and
the large size system Au+Au [26, 35] in 2012 with 7.3 billion events
accumulated over 5 weeks of beam time. A measurement of pion
induced reactions in the momentum region 0.612 − 1.7 GeV/c and
using tungsten (74W), carbon (12C) and polyethylene (CH2) as target is
accomplished in 2014.
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Detector & Requirements

The High-Acceptance Dielectron Spectrometer (HADES) is located at the
GSI Helmholtzzentrum für Schwerionenforschung GmbH accelerator fa-
cility in Darmstadt and was developed to reconstruct in particular
di-electrons from decays of the light vector mesons ρ and ω in heavy-
ion beam in the energy regime of 1-2 AGeV. This physics goal puts
specific constraints on the apparatus [42]:

• High geometrical and kinematic acceptance: to increase the statistics of
the rare di-electron pairs from low mass (≤ 1 GeV) vector meson
decays with large opening angles.

• Fast detectors for high rates: allows the operation at beam intensities
of up to 108 Hz to collect high statistics. This is necessary since
the decay of vector mesons is suppressed by an additional coupling
constant.

• High granularity: ability to cope with high particle multiplicities.

• High momentum resolution: a sufficient resolution in the invariant
mass region of light vector mesons with ∆M/M ≈ 1% is required.

• Low material budget: to minimize the background from γ-conversion
into di-electron pairs inside the detector and to reduce multiple
scattering.

• Lepton/Hadron identification & discrimination: to provide a clean elec-
tron/positron sample by rejecting the hadronic background.

Figure 7: Cross section of one HADES
sector. The segmented target irradiated
by the beam, which is fully surrounded
by the RICH detector. The magnet spec-
trometer consists of four layers of drift
chambers (MDC), each two in front of
and behind the toroidal magnetic field.
At the end of the apparatus the time-of-
flight wall (TOF) and the Resistive Plate
Chambers (RPC), followed by the electro-
magnetic pre-shower detector, are placed.
The TOF detector covers the geometrical
polar angel between 44° and 88°, the RPC
10° and 45°, with an overlap of 1°. The
maximal acceptance coverage in polar an-
gle for charged particle corresponds to
the coverage of magnetic field between
18°− 85°.
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The above requirements are realized by an acceptance coverage of the
polar angle from 18° to 85° and in the practically whole azimuthal
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angle, with six identical sectors. The resulting acceptance for low
mass vector meson pairs is of the order of ≈ 40% for beam energies
between 1− 2 GeV. The momentum resolution of 1% is achieved with
a spatial resolution in the MDC of 35− 50µm in polar direction and
85− 125µm in azimuthal direction. All detectors can be read out with
rates of 10− 50 kHz depending on the particle multiplicity [36]. The
spectrometer has also excellent capability for hadron identification.

Figure 8: HADES experimental setup. fig-
ure adapted from [45]

The 6 m high hexagonal structure of the HADES spectrometer is
sketched in fig. 8 and the cross section through the mid-plane of
one sector in fig. 7. As beam detectors two diamond counters are
mounted directly in front of and behind the segmented target (Start-
Target-Veto). Together with the Multiplicity and Trigger Array (META)
consisting of two time-of-flight walls, placed in the region behind the
tracking system, they provide the trigger information for the Central
Trigger System (CTS). At larger polar angles between 44° and 88° the
scintillating time-of-flight wall (TOF), consisting in each sector 64 of
scintillator bars organized in 8 modules and read out at both ends
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by photomultiplier tubes. The forward region between 18° and 45° is
instrumented with Resistive Plate Chambers (RPC), a gaseous parallel
plate avalanche detector. The Forward Wall (FW) is placed at a distance
of 7 m behind the target at the small forward angle between 0.3° and
7°. The momentum reconstruction is carried out by measuring the
deflection angle of particle trajectories derived from the hit positions in
24 multiwire driftchambers, the so-called Mini-Drift Chambers (MDC)
placed in two layers in front of and behind a toroidal magnetic field
of the superconducting magnet coils (ILSE). For the identification of elec-
trons and positrons the HADES setup has two dedicated detectors. The
hadron-blind gas Ring Imaging Cherenkov detector (RICH), operating in
a field-free region surrounding the segmented target and the electro-
magnetic shower detectors (Pre-SHOWER) at the end of the detector
system.

Particle Identification

The detection of (charged) particles is based on the interactions between
particles and with detector material [34]. A detector setup consisting
of several specialized sub-detectors for different purposes like posi-
tion measurements (tracking) used for momentum determination in a
magnetic field and particle identification (PID) via their specific charac-
teristic: mass, charge energy loss or time of flight.

cherenkov

tracking
tim

e-of-flight
electrom

agnetic

calorim
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hadronic
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eter

photons

electrons

charged
hadrons

neutral
hadrons

∆t
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Figure 9: Particle detectors consist of sev-
eral layers of specific subdetector systems
with certain sensitivity to the specific
characteristic of the examined particles
(charge and mass, interchangeable with
energy, momentum or velocity).

• Momentum and polarity by tracking in a magnetic spectrometer and
measuring the curvature of the track,

• velocity by time-of-flight, Cherenkov- or transition radiation,

• specific energy loss dE/dx due to the ionization power of the charged
particle and the total energy measurement in calorimeter.

Photons are detectable in electromagnetic, and hadrons in hadronic
calorimeter. Electrons and charged hadrons are distinguished with
threshold detectors like threshold Cherenkov, Transition Radiation De-
tector (TRD) or electromagnetic calorimeter, as illustrated in figure 9.
The combination of velocity together with momentum or energy mea-
surement enables the determination of particle mass.
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Physical principle of electromagnetic calorimeter

The underlying principle of calorimeters is the conservation of the
energy of an incident particle, which is converted into a detector re-
sponse proportional to it. A useful calorimeter for high-energy physics
experiments [23] must ensure that nearly the complete energy of the
impinging particle is lost to the system. In comparison with magnetic
spectrometer, where the momentum resolution is linearly decreasing
with the particle momentum (σp/p ∼ p), the energy resolution of a
calorimeter improves with increasing energy (σE/E ∼ 1/

√
E). The mo-

mentum resolution of the HADES magnetic spectrometer for 1 GeV/c
momentum protons (at θ = 23°) is around 2% and for 3 GeV/c quoted
with 4% [4]. The direct comparison for particles with an energy of
1 GeV, the aimed energy resolution for the calorimeter would be 5%
and for 4 GeV around 2.5%. The other advantage of calorimeter in
general is their sensitivity to charged and neutral particles. The limit
for the energy resolution of a calorimeter is determined by fluctuations in
the absorption and detection process and are commonly parameterized
as following:

σE/E =
a√
E
⊕ b

E
⊕ c (2)

with the parameter a, b and c describing the contribution of the stochastic
term, noise term and constant term. The fluctuations in the development
of the showers and the photo-electron detection are stochastic processes
and can be described by the Poisson statistic. In the measurement of
the calorimeter energy we expect a stochastic term and its fractional
error should evolve as ∼ 1/

√
E. Additionally, there are non-stochastic

contributions limiting the accuracy of the energy measurement, caused
by instrumental and calibration limits. These components are due
electronic noise, pedestal fluctuations, light attenuation, non-uniformity
and non-linearities in photomultipliers and signal processing, and
calibration errors. The convolution of these effects are often divided
into an energy dependent noise term ∼ 1/E and an energy independent
constant term ≈ const.
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Figure 10: Schematic of an electromag-
netic cascade, where a photon produces
a conversion pair after one radiation
length X0 and each electron and positron
emit one bremsstrahlung photon in aver-
age after another radiation length.Electromagnetic shower

A,Z

Figure 11: Bremsstrahlung produced by
an electron deflected in the electric field
of an atomic nucleus (Z)

The interaction of high-energy electrons and photons with matter is
driven primarily by electromagnetic (EM) interactions with the nucleus
and at lower energies with the atomic electrons. A high-energy photon
develops an electromagnetic shower, shown in figure 10, in a calorimeter
through the multiplication of a sequential cascade of pair production
from photons (fig. 12) and bremsstrahlung of electrons (fig. 11). The
main feature of EM shower is described by the radiation length X0, a
characteristic depending on the material. After around one radiation
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length (9/7X0) in average a photon produces a conversion pair and each
electron and positron emit one bremsstrahlung photon after another
radiation length and so on. The shower maximum will occur when the

A,Z

Figure 12: (left) Pair production by a pho-
ton creating an electron-positron pair
near a nucleus (middle) photo electric ef-
fect by the emission of photoelectrons out
of the atomic electron shell (right) and
Compton scattering by the inelastic scatter-
ing of a photon by an electron.

energy falls below a critical energy Ec = 620 MeV/(Z + 1.24) at which
ionization loss becomes equal to bremsstrahlung loss. Generally, at very
low photon energies (10− 1000 eV), coherent Rayleigh scattering and
the photoelectric effect predominate. At low energies (0.01− 1.0 MeV),
Compton scattering is dominant, while above 410 MeV pair production
is dominant. (see left fig. 13)

Figure 13: (left) Photon total cross sec-
tions as a function of energy in lead(right)
Fractional energy loss per radiation
length in lead as a function of electron or
positron energy
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Figure 14: Cherenkov light produced by
electrons and positrons of the EM shower
in lead-glass

Radiation detectors based on the Cherenkov effect use lead glass as the
detector of choice, owing to its ability to absorb high-energy particles,
high uniformity and high transmission. The Cherenkov effect itself is
the photonic analogue to an acoustic shock wave: when a high-energy
particle encounters a material at a velocity higher than the inherent
photonic phase velocity of the material, Cherenkov radiation is emitted
as an electromagnetic shock wave. The angle θ of emitted photons with
respect to the initial, high-energy particle trajectory is given by:

cos θ = 1/βn (3)

An very important advantage of lead-glass Cherenkov counters is that
the Cherenkov radiation from charged particles provides a fast timing
signal in comparison to scintillator signals.
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Schwerionen-Synchrotron SIS18 Ring accelerator SIS18

Experimental
storage ring ESR

HADES

Target hall

Transportkannal

UNILAC

The accelerator complex, which provides beams for the HADES experi-
ment, is located at the GSI Helmholtzzentrum für Schwerionenforschung
GmbH facility in Darmstadt, Germany. The first section, the Universal
Linear Accelerator (UNILAC) with the versatility to accelerate ions over
a wide range of masses and charge states from protons to Uranium
came under operation in 1975. The Schwerionen-Synchrotron 18 (SIS18)
- heavy ion synchrotron was built to raise the beam energy and came
into operation in 1990. As the name indicates the maximum magnetic
rigidity of the synchrotron is 18 Tm and the maximum energy depends
on the mass-to-charge ratio of the ion and lies between 1 AGeV for U73+

and 4.5 GeV for protons. The beam is than extracted and transferred to
the experimental areas or to the Experimental Storage Ring (ESR). The
full process of the ion acceleration takes ∼ 1− 3 s, depending on the
required ion kinetic energy. The maximal limit of SIS18 for Au69+ is
1.25 AGeV. By a two-step acceleration with intermediate beam cooling
and stripping in the ESR and re-injection into the SIS18 an energy of
1.5 AGeV for Au79+ is possible, but at the cost of a limited duty cycle
and beam intensity. The purpose of the UNILAC is to extract ions, pre-

Poststripper 
(Alvarez, Cav.)

Foil Stripper

Gas Stripper

SIS 18

LEBT TK

VARIS

PIG

High Charge
State Injector

High Current
Injector

Figure 15: UNILAC: The ion source
(VARIS), the Low Energy Beam Trans-
port system (LEBT), High Current Injec-
tor with 4 Stages (RFQ, Super Lens, HI1,
HI2), Gas Stripper, 4 Stages of Alvarez
linear accelerators and the 150 m long
Transport-Kanal(TK) to the SIS18. Image
adapted from [27]

accelerate and inject them into the synchrotron. With the new installed
Vacuum ARc Ion Source (VARIS) source a stable beam of Au4+ ions with
currents up to 6 mA and a short conditioning time (10-20 min) [30] were
achieved and it was used for the first time in 2012. An admixtures of
50% 197Au and 50% of chromium 24Cr [1] was used to produce a high
intensity beam of the charge-state Au4+. In the next step a Low Energy
Beam Transport system (LEBT) together with a mass spectrometer for
selecting appropriate isotopes is used and the beam is transported with
a kinetic energy of 0.0022 AMeV to the High Current Injector. The ions
with an energy of 1.4 AMeV at maximum are stripped by a supersonic
gas jet in the gas stripper and a particular ion charge state is selected.
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In the next stage an Alvarez linear accelerator increases the energy of
the ions to 11.4 AMeV from where the beam is transported in a 150 m
long Transport-Kanal (TK - transport canal) and injected in to the SIS18.

Figure 16: SIS18: 12 identical sections
each with two 1.8 T dipoles(red) and
one quadrupole triplet and one sex-
tupole(yellow). Two ferrite cavities(blue)
on opposite sides of the ring.

The SIS18 with the circumference of 216.72 m consists of 24 bending
and 24 focusing magnets and two ferrite cavities. It is divided into
12 identical sections, each equipped with two 1.8 T dipoles for beam
bending, one quadrupole triplet and one sextupole for beam focusing.
The acceleration of the ions is realized in two ferrite cavities. Each
ion at this point experiences a potential of 16 kV in a frequency range
of 0.8− 5.6 MHz. The vacuum in the beam pipe is on the level of
1.3× 10−7 Pa. Within the 5 weeks of beamtime the SIS18 delivered 684
hours of Au69+ ions beam to the HADES cave [15] with an intensity of
1.2− 2.2× 106 ions per second.

Segmented Target

Figure 17: 15 gold foils placed on kapton
strips and mounted on the target holder
tube. [28]

The target is shown in figure 17 is a 15-fold segmented gold target.
Each gold disk with a thickness of 25µm is glued on two points on a
kapton strip with a thickness of 7µm and a hole at the area of the target
disk [31]. The kapton stripes are mounted on a carbon fibre tubes with
an inner diameter of 20 mm and a wall thickness of 0.5 mm. The total
available length of 54.5 mm in the target holder results in a distance of
4 mm between the target disks and corresponds to an overall interaction
length of 1.35%. The low Z of the carbon target holder tube and the
kapton stripes together with the arrangement of the segmented gold
targets ensures that the gamma-conversion probability in the target
region is as low as possible.

Diamond START- and VETO-counter

The beam detector START is used for event-triggering in coincidence
with the multiplicity-trigger and provides a high resolution start time
(T0) of the collision event. Together with the time-of-flight walls (TOF,
RPC and FW), it is used for the time-of-flight determination. Addition-
ally, the beam quality and luminosity is monitored.

Figure 18: START diamond detector
(single-crystalline Chemical Vapour De-
position) [38]

The signal of the VETO detector can be used in anti-coincidence with
the multiplicity-trigger to suppress pile-up or peripheral reactions. To
achieve this goal, a radiation hard pcCVD or scCVD (poly- or single-
crystalline Chemical Vapour Deposition) diamond detectors [40, 39]
is used. The main properties of the detector are the highly efficient
charge collection and the short signal collection time, together with a
low interaction probability with beam ions achieved with a thickness
of ∼ 60µm [38]. The metallization of the START detector consist of a
50 nm Cr layer on a 150 nm Au layer arranged in 16 stripes with a width
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200µm and 90µm gaps at each side of the diamond providing a x-y
position measurement. The VETO detector, located 70 cm downstream
of the target, is made of 100µm polycrystalline material and is aligned
along the beam line axis.

Figure 19: Active area of START diamond
detector (4.39× 4.39 mm2) [38]

DAQ, Central-Trigger-System (CTS) & slow control

One of the challenges in heavy-ions experiments is the huge multiplicity
per event in comparison to elementary particle experiments. The main
goal of each trigger-system is the reduction of the recorded data size
by the selection and enhancement of physically relevant events.

For this reason a multi-purpose electronic device with on-board
data acquisition was developed at GSI, the trigger and readout board
(TRB). The board provides a general read out and data transfer system,
generates the trigger signal and also provides slow control access to
the detectors. The communication and data transport in the network
is realized with the TrbNet protocol. The Central Trigger System (CTS)
is implemented on a dedicated AddOn board to the TRB but can also
be operated in a stand-alone mode. It collects all trigger-signals from
different detectors and distributes the trigger decision to all readout
boards. In the Au+Au beam-time there were two Physics Trigger (PT)
activated. These multiplicity-trigger were set to a threshold correspond-
ing 5 hits (PT2) and 20 hits (PT3) in the TOF detector in coincidence
with the Start-Trigger. Details on the systematics of the trigger w.r.t
the centrality selection are discussed in chapter 5. The accepted data-
packages from different sub-detectors are collected event-wise by eight
event-builders and are written out to mass storage in the binary raw
event files format, the HADES List-mode Data (HLD). The slow control
is based on the EPICS1 control system and includes the controlling of 1 Experimental Physics and Industrial

Control Systemhardware, the recording and the monitoring of all detector parameters
during data collection.

Analysis Framework

The data analysis is realized within the Hades sYstem for Data Reduction
and Analysis (HYDRA) framework, developed by the HADES collabora-
tion. The main goal of the HYDRA framework is the on-line or off-line
processing of events recorded in HADES. It is based on the ROOT class
package originally developed in 1995 for the NA49 heavy-ion experi-
ment and which since than became a standard in nuclear and particle
physics. The object-oriented design allows in a very flexible way to
derive detector- or task-specific classes from a common set of base
classes. The data input can be taken from several data sources: directly
from the event builders (via TCP/IP), from recorded HADES List-mode
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Data (HLD) files or processed Data Summary Files (DST) in the various
stages of analysis. The initialization of geometry, setup and calibra-
tion parameters is obtained by the HADES data base (implemented as
ORACLE DB) and from ROOT files.

Experimental Data

The first level of event processing is the decoding of the binary data
by the so-called Unpacker for each detector. The data is structured into
the HYDRA classes scheme stored in the Raw level. The Cal level is
reached by one or more calibration steps, where the detector readout
values are translated into physical values. The Hit level is filled by the
Hit finder which retrieves the information of the impact of a particle
on an active area of a given detector in relative setup coordinate space.
The following core-process of the framework (Tracking) assemble all hit
information of the sub-detector and reconstructs the Particle Candidates
on the Track level. From this stage the data content is no longer refined
or modified, but only additional extracted physical information are
added, such as the momentum, polarity, track quality, matching quality
and finally particle identification properties.

Simulated Data

Simulated events are generated with event-generator based on Quan-
tum Transport Models (BUU or UrQMD) or with thermal models
(PLUTO), and provide information about the impact parameter of the
reaction, and the energy and momentum of the generated particles
together with their identity. The particles of each event are then tracked
through the HADES detector by HGeant, the HADES simulation pack-
age based on Geant 3.21. The full geometry with material budget, the
specific interaction cross sections with the material and an accurate
magnetic field map are included. The detector response to the inter-
action to the detected particle is implemented in the Digitizers where
a signal pattern is generated, mimicking the calibrated real detector
readout. This information is filled in to the Sim Cal level, corresponding
to the Cal level of experimental data, but in addition also contains the
information to retrieve the known Monte Carlo primary source. From
this stage on, the reconstruction of simulated data is treated exactly in
the same way as the experimental data. The framework allows the over-
lay of simulated tracks onto real events for efficiency and performance
investigations, a procedure which is called embedding.
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Figure 20: Principle of a magnetic spec-
trometer

The Magnetic Spectrometer consists of a toroidal field provided by the
superconducting coils and four planes of low-mass mini-drift chambers
(MDC). It allows to reconstruct the trajectories of charged particles and
with the bending radius ρ upon the deflection in the known magnetic
field B the magnetic rigidity p/Z = Bρ is determined. There are two
planes of MDC in front and two planes behind the coils of a supercon-
ducting magnet in order to reconstruct tracklets before and after the
deflection. Furthermore, a large momentum range of p = 0.1− 2 GeV/c
must be accepted simultaneously within a large solid angle. The pur-
pose of the magnet is to provide a transverse kick to charged particles
in order to obtain their momenta with sufficient resolution which is of
the order of σp/p ≈ 1.5− 2% for electrons and σp/p ≈ 2− 4% protons.

Superconducting magnet

Figure 21: The superconducting mag-
net consisting of 6 coils, surrounding the
beam axis and a circular support struc-
ture. On the upper part the power and
gas supplies are connected.

The superconducting toroidal magnet (ILSE) [19], shown in figure 21

consists of six superconducting coils surrounding the beam axis and
produces a toroidal field which bends the particles in first approxima-
tion only in the polar direction. The magnetic field strength inside the
coil corresponds to B ≈ 3.5 T and in the HADES acceptance it reaches a
maximum of ≈ 3 T and falls to a value of 0.7− 0.9 T between two coils.

This field geometry results is an additional deflection in azimuthal
direction, especially at the borders of a sector and causes a focusing
effect w.r.t. the trajectory passing through middle of a sector. The result-
ing momentum kick is in the order of 100 MeV/c and at smaller polar
angles it is higher to achieve a good momentum resolution without los-
ing low momenta particles [19, 44]. The maximum current in the coils
amounts to I ≈ 3500 A and the superconducting material in the coils is
a niobium-titanium alloy enclosed in a copper matrix. The copper is
needed for mechanical stability, and in the case the superconductivity is
lost, so-called quench, it will drain away the large currents. The copper
and niobium-titanium matrix, twisted into wires, is also inclosed again
in aluminum to ensure that a sudden drop of the magnetic field will
not damage the coils [19]. The coils are surrounded by a shield cooled
by liquid nitrogen at 85 K and the current leads are cooled with single
phase He at 2.8 bar and 4.7 K.

Mini-Drift Chambers (MDC)

The active area of the smallest inner chambers is 0.34 m2 and 2.83 m2

for the outer chambers and is covering the same solid angle per sector.
The smallest sensitive unit of the multi-wire drift chamber is the mini-
drift cell which consist of one plane with one sense wire in the center
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of the cell and potential wires on both sides. This plane is enclosed by
planes of cathode wires, see fig. 22. The cathode and potential wires
are made from annealed aluminum with 80− 100µm diameter and the
sense wires from gold-plated tungsten with a diameter of 20− 30µm.

sense wires

field wires

cathode wireselectron cloud

mini-drift cell ionizing
particle

Figure 22: Sketch of a trajectory of ion-
izing particle reconstructed inside the
MDC drift cells via the drift time of the
electron cloud

Each chamber contains about 1100 of these elongated mini-drift cells
organized in 6 layers with 5 different orientation angles with respect
to each other (0°,±20°,±40°). This pattern ensures a homogeneous
spatial resolution of 85− 125µm with respect to the azimuthal angle and
enhances the spatial resolution of 35− 50µm in polar angles pointing
in the direction of the momentum kick [37, 4]. The most inner chambers
plane I are filled with with Ar/CO2 (70 : 30) as counting gas and the
three other chambers II-IV with argon-isobutane (84 : 16). Charged
particles flying through the chamber ionize the gas and electrons and
ions start drifting due to the potential difference between the field
and cathode wires. On their way they can ionize other atoms and an
avalanche is generated close to the sense wire which is read out. The
mini-drift cells signal are read-out on the sense wires and the collected
charge pulse is amplified, shaped and discriminated by a dedicated
ASIC (ASD8-B) on the front-end boards. This chip provides additionally
the time-over-threshold (ToT) of each hit. These signals are routed to
TDCs where all transitions are recorded, stored and transmitted to the
general read-out system TRB by Optical End-Point (OEP) based on
FPGAs [36].

Track reconstruction
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Projection
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Track

Figure 23: Principle of the track candi-
date search finding an inner and outer
track segment. Only one MDC layer per
module is shown [4].

The track reconstruction is accomplished by a spatial search of possible
track candidates and thereafter by a precise fit to a track model function
by including the distance to the sense wires [7] (see in fig. 23):

• The spatial correlation of all fired drift cells in the inner or the
outer chambers are projected into virtual projection planes and the
localization of the maxima in this planes are called wire clusters.

• The impact point of a track on the inner projection plane constructed
by the wire clusters define together with an estimated target position
a straight track segment (synonymous with the term tracklet).

• The deflection of a charged particle track by the toroidal magnetic
field is approximated by a momentum kick in a virtual kick plane
between the inner and outer chambers.

• The wire clusters of the outer projection plane define together with
the intersection point of an inner track segment on the kick plane the
resulting outer track segment.
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• This inherent matching of inner and outer track segments in one sector
results in track candidates.

• The spatial precision of the track candidates is improved by making
use of the drift time measurement of each drift cell, which can be
converted into the distance to the sense wires, based on GARFIELD
simulations.

• The track candidates are matched with the hit points of the two META
detectors TOF and RPC and for electron identification the inner track
segments are matched with rings of the RICH detector.

Momentum determination

In the HADES analysis framework there are four different momentum
reconstruction algorithms implemented. The fastest estimate is done by
the kick plane method, but due to the limited precision of the straight-
line-model, it is not used in the data production. The spline method
utilizes a three-dimensional magnetic-field map and a cubic spline to
model a smooth trajectory passing through the detector hit points. The
resulting momentum estimate and particle polarity is used together
with vertex and META-Hit information as the initial condition by the
iterative Runge-Kutta method. The Runge-Kutta method solves the
equation of motion in an known magnetic field in a recursive way.
A least-square minimization estimates the parameter of the charged-
particle trajectory and in addition provides the specific χ2

RK as a track
quality criteria. As a complementary method based on an extension of
the Kalman filter, the Deterministic Annealing Filter is implemented [32].

Energy loss in the drift chambers
50° < α < 55°
60° < α < 65°
70° < α < 75°
85° < α < 90°
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Figure 24: ToT vs. energy loss correlation
from [7]
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Figure 25: ToT resolution vs. particle
momentum from [7]

In addition to the timing-signal of each hit in the MDC cells the width
of the signal in time (time-over-threshold ToT) is read out, which allows to
reconstruct the collected charge corresponding to the deposited energy
of the particle. The measured drift time depends on the gas mixture
and pressure, the electric field in the cell, the cell size and also on the
track geometry, in particular its minimum distance to the sense wire
and its impact angle. The ToT of the drift time signal additionally
depends on the threshold settings of the read-out chip (ASD8) and can
be calibrated with the non-linear correlation with the particle energy
loss parametrized by the formula:

ToT = f (dE/dx) = c0 + c1[log10(dE/dx + c3)]
c2 , (4)

with the parameters c0, c1, c2 and c3. Knowing the value of the momen-
tum and the particle type from the other detectors, the energy loss of
the particle can then be fitted to theoretical Bethe-Bloch formula.
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Time of flight measurement

TOF Wall

The scintillator time of flight wall (TOF) [9] covers the polar angles
between 45° and 85°. Each of the eight modules in a given sector
consists of a set of eight scintillator rods, with a total of 384 rods.
Each rod is made of polyvinyltoluene-based plastic scintillator BC-408
from Bicron, which was chosen for its good light attenuation length,
high scintillation light yield and short decay time. The rod cross
section is 20× 20 mm2 for the innermost 192 rods and 30× 30 mm2

for the outermost 192 rods. This reflects the requirement to reduce
the probability two particles hitting the same rod (double hits) to less
than 10 %. By passing through the scintillating material a charged
particle generate excited states in the atoms and molecules of the
material, which fall back to their ground state by light emission. The
theoretical energy loss dE/dx for different charged particle species can
be calculated using the Bethe-Bloch formula. The differential light yield
dL/dx of the scintillation can be parametrized by the empirical Birks
formula, which accounts for the intrinsic non-proportional response
due to the light-output degradation at high ionization density:

dL
dE

=
L0

1 + kB
dE
dx

(5)

The light travels with a specific group velocity inside the rod to both
ends, where it is read-out by two photomultiplier tubes EMI 9133B.
Each hit produces two arrival times tle f t, tright and two amplitudes
ale f t, aright of the light signal. By combining these information one can
extract the time-of-flight:

to f = 0.5 · (tright + tle f t − l/Vg), (6)

the hit and redundant hit position:

x = 0.5 · (tright − tle f t) ·Vg, (7)

x̂ = λat/2 · ln(ale f t/aright), (8)

as well the light yield (∆L) corresponding to the deposited energy (∆E):

∆L = k
√

arightale f tel/λat , (9)

where Vg is the group velocity of the light inside the scintillator rod,
λat its light attenuation length, l the rod length. Both the time of flight
and the energy loss of the particle can be used for particle identification.
The short flight length of ∼ 2 m requires a time resolution of better
than 150 ps to be able to resolve electrons from pions up to 0.5 GeV/c
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and from protons up to 2 GeV/c[9]. The time resolution in Au+Au
1.23 AGeV is measured with σTOF ≈ 190 ps in coincidence with the start
signal and corresponds to an intrinsic resolution of σTOFint ≈ 150 ps
and the spatial resolution is on average σx ≤ 25− 27 mm, depending
on rod size.

RPC Wall

Aluminium 
box (2 mm)

Glass (2 mm)

Gap of gas
0.27 mm

Screw

Aluminium
electrode
(1.85 mm)

Kapton 
insulation

Figure 26: RPC cell

Figure 27: RPC cell with Aluminium-
electrodes, glass electrodes, plastic
pressure plate, kapton insulation,
Aluminium-shielding tube. taken
from [22]

The Resistive Plate Chamber (RPC) detector [16, 18] replaced the TOFino
detector in 2008. Each of the six RPC modules has two partially over-
lapping layers of the individually shielded RPC cells. Each RPC cell
consists of a shielding insulated with kapton, a plastic pressure object
(screw) and three stacked aluminum electrodes isolated with two glass
plates in between. The cell is filled with admixture of SF6 and C2H2F4

gas. To the electrodes a high voltage (5 kV) is supplied and when a
charged particle is crossing the cell it ionizes the gas. The electrons
are accelerated in the electric field towards the anode. This causes
further ionization and creates an electron avalanche and a measurable
electric signal. The signal is detected on both sides of the detector cell
by dedicated front-end electronics. The achieved time resolution is
∼ 80 ps, the hit position has a spatial resolution of better than 8 mm
and an efficiency of particle hit detection of 97%.

Forward Wall

180cm
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Figure 28: Forward hodoscope Wall

The Forward hodoscope Wall (FW) was installed 2007 [12] and is
build from scintillators and photomultiplier tubes from the small-angle
spectator hodoscope originally used for the Bevalac Streamer Chamber
experiment [29, 21] and was also part of the TAPS [46] and KAOS
experiments [43]. In May 2007 it was successfully used in the d+p
experiment [33] for tagging the spectator proton to select quasi-free
n+p reaction at 1.25 GeV. In the Au+Au experiment in 2012 its main
purpose is the determination of the reaction plane and the centrality by
measuring the reaction spectators.

The FW is positioned ≈ 7 m downstream of the target. In the area
between HADES and the FW a helium-ballon is installed to reduce
multiple scattering of the spectators. The 288-element array covers an
active area of 1.8× 1.8 m2, corresponding to an polar angular range of
0.3° < θ < 7.3°. Most of the particles emitted to this angular range are
spectator nucleons and fragments. An estimation for the maximal θ

angle for spectator nucleons with ≈ 7° can be calculated with:

tan θmax
lab =

β f ermi

γ
√

β2 − β2
f ermi

=
p f ermi

pbeam
(10)
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The support structure of the magnet coils shadows a region between
7° at the lower edge and 18° where the magnetic kick plane starts.
To match the increasing spectator multiplicity at smaller angles the
granularity of the detector cells size varies according to the expected
particle flux: a 8× 8 cm beam hole in the center, 140 small cells (4×
4 cm) near the beam axis, 64 mid-size cells (8× 8 cm) and 84 large
cells (16× 16 cm) on the border of the detector (see fig. 28). The cells
thickness is 2.54 cm (1Zoll) and consists of the plastic-scintillator BC408

[43] also used for the TOF detector2.2 in contrary some reference [20] quoting
NE 110 as scintillator material This detector system provides information on the position, charge,

and time of flight. The projectile spectators are identified by the ∆E
signal in the scintillator modules and by their time of flight. The
position information of the identified spectators is used to reconstruct
the event plane. Protons with the kinetic energy of 1 GeV lose an
energy of ∼ 5 MeV when they transverse the scintillator. The estimated
time resolution of the FW in the 2012 Au+Au beam-time is σto f =

400− 500 ps, thus the estimated momentum resolution of the detected
particles (protons) is about 11%.

Electron and Hadron separation

RICH
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target beam
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counter
gas

Figure 29: Schematic view of the RICH
detector: An electron emits a light cone
(blue), reflected by a spherical mirror to
the photon detector at backward angles.

The Ring Imaging Cherenkov (RICH) detector is a hadron-blind gas detec-
tor designed to identify electrons and positrons with momenta larger
than 100 MeV/c. The Cherenkov light cone emitted along the particle
trajectory in the radiator volume is reflected by a low mass spherical
mirror (R = 872 mm) trough a CaF2 window of 5 mm thickness onto
the photosensitive vacuum-metallized CsI cathodes of six multi-wire
proportional chambers (MWPC), operated with pure methane CH4,
shown in figure 29 and magnified in 30.
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Figure 30: Magnified view with the ra-
diator gas C4F10, the CaF2 window, the
CH4 counting gas, the MWPC wire and
the photosensitive CsI cathodes

Cherenkov radiation propagates with a characteristic emission angle
depending on the velocity of the particle and the refractive index of the
medium:

cos θc =
1

n(λ)β
(11)

Cherenkov radiation is only emitted for the condition | cos θc| ≥ 1
which results [34] in the threshold velocity

βt = 1/n and γth = 1/

√
1− 1

n2 . (12)

The refractive index in general varies with the photon wavelength
(chromatic dispersion) and can be parametrized by the Sellmeier ap-



the hades experiment 35

proximation for the radiator gas perfluorobutane (C4F10) [10, 24]:

n = 1 +
A

λ−2
0 − λ−2

(13)

with A = 0.2375 × 10−6 and λ0 = 73.63 nm and shown with the
corresponding Cherenkov threshold in table 2.

λ refractive index n γth

145 nm 1.001734 17.0
210 nm 1.001468 18.5

Table 2: The refractive index for C4F10
at 145 nm (absorption threshold) and
210 nm (detection limit of the photo de-
tector) and the corresponding Cherenkov
threshold.

The radiator gas is chosen such to maximize the transparency for
UV photons down to λ ≥ 145 nm with a minimum of scintillation.
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Figure 31: Optical parameters of the dif-
ferent RICH detector components: mea-
sured transmissions of the radiator gas
C4F10, the counting gas CH4, the CaF2
window and the CsI photocathode quan-
tum efficiency (Q.E.) [47] together with
the mirror reflectivity in 2001 [25].

Pre-Shower

Together with the RICH detector, the second sub-detector for the dedi-
cated lepton identification is the Pre-Shower located behind the RPC. It
uses the electromagnetic cascade of electrons for their detection, which
is more efficient at higher momenta. Each of the six sector modules
consists of three trapezoidal wire chambers: one pre-chamber and two
post-chamber, separated by lead converter plates with a length of 2 and
1.5 times the radiation length of lead (X0 = 0.56 cm) [14].
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Figure 32: Cross section of a Pre-Shower
cell consisting of 3 wire chambers and
2 Pb converters. While leptons generate
an electromagnetic shower, the effect is
suppressed for hadrons.

A charged particle passing through the gas chambers is registered
by measuring the induced charge on the cathode pads. In the case that
a particle develops an electromagnetic shower a comparison of the inte-
grated charges from the different layers would show an increase from
chamber to chamber. The wire chambers are filled with an isobutane-
based gas mixture and operated in the limited self-quenching streamer
(SQS) mode to exclude the contributions from non-minimum ionizing
protons [11, 13]. In this mode the collected charge is rather proportional
to the number of particles propagating throw the chamber than to their
specific energy loss.



36 centrality determination and hades ecal readout-electronics

The charge measurement is performed as follows:

read-out
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Figure 33: Configuration of one wire
chamber with anode and cathode wire, 4

read-out pads and the cathode plate

• finding a local maximum of the charge distribution in the pre-
chamber (reference position)

• integrating the charge over 3× 3 pads around the local maximum
in the pre-chamber (Σpre), first post-chamber (Σpost1) and second
post-chamber (Σpost2)

• ratios among these integrated charges allow two methods of hadron-
discrimination by applying suitable threshold values:

Σpost1

Σpre
≥ TS1(p) or

Σpost2

Σpre
≥ TS2(p), (14)

Σpost1 + Σpost2 − Σpre(p) ≥ TSD(p). (15)
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Figure 34: Sum of charge ΣQ, measured
by the post-chambers and subtracted
with the pre-chamber measurement. Elec-
trons with momenta p ∼ 0.5 GeV/c (tri-
angles) produce electromagnetic cascades
in the Pb converters which results in a
larger charge deposit compared to the
one from hadrons, here π− (dots).

The thresholds TS1(p), TS2(p) and TSD(p) for both algorithms evolve
as a function of momentum and have been optimized by simulation for
high electron efficiency (≥ 80 %) and hadron suppression over a broad
momentum range (0.1 GeV/c ≤ p ≤ 1.5 GeV/c).

To improve the particle identification and also include photon detec-
tion, it is foreseen to replace the Pre-Shower detector by an Electromag-
netic Calorimeter (ECAL). The development, testing and commissioning
of the ECAL detector including the proposed readout system for the
HADES experiment at SIS18 and SIS100 is described in Chapter 3.
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Electromagnetic Calorimeter for HADES

Meson Decay mode Fraction

Neutral modes

π0 2γ 98.8%
η 2γ 39.3%
ω π0γ→ 3γ 8.28%

Charge modes
η π0π+π− 22.7%
ω π0π+π− 89.2%
ω π0e+e− 7.7× 10−4

Table 3: Branching ratio decay of neutral
mesons [22]

At the planned Facility for Antiproton and Ion Research (FAIR), the
HADES spectrometer will be placed in front of the Compressed Bary-
onic Matter (CBM) experiment, to continue its physics program at
collision energies from 2 to 11 AGeV. The electromagnetic calorimeter
(ECAL) will enhance the experimental scope of the HADES spectrome-
ter by the possibility to measure inclusive photons as well as gamma
pairs from neutral meson decays (π0 and η). Also ω vector mesons can
be reconstructed via their decay channel π0γ→ γγγ.
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Figure 35: ECAL mechanical structure
[15]

The combination of photons detected in the ECAL with charged
particles reconstructed in the rest of the HADES spectrometer enables
furthermore the investigation of the decays of neutral mesons and neu-
tral hyperons and resonances, like Λ(1405) and Σ(1385), in elementary
and heavy-ion reactions. A precise knowledge of meson production
cross-sections in heavy-ion reactions at this high baryon densities will
allow a further interpretation of dilepton spectra and might reveal
access to other possible non-trivial sources of dileptons and enables
comparison to models.

The total active area of the ECAL amounts to around 8.3 m2 and
covers polar angles between 12° and 45° with almost full azimuthal cov-
erage [15]. The calorimeter will consist of 978 modules divided into six
trapezoidal sectors with a total weight of about 15 tons and is mounted
on a movable support structure, shown in figure 35). Each module will
be based on lead-glass and a brass case recycled from the OPAL End-
Cap calorimeter at CERN [3] assembled with photomultiplier (PMT)
and high voltage-divider in a housing construction.

The established method of real gamma reconstruction via electron-
positron pairs produced in external conversions in the detector material
[2, 11] could be used as reference for inter-calibration by the combina-
tion of one conversion gamma with one gamma measured in the ECAL
to reconstruct π0.
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Module Properties

From the disassembled OPAL modules the brass container with a
wall thickness of 0.45 mm and the lead-glass block are reused. To
enhance the reflectivity of the lead-glass the cleaned and polished
glass is wrapped within Tyvek 1060B paper containing a so called
UV stabilizer. It was shown [24, 25] that UV stabilized Tyvek paper
can enhance the light reflection efficiency (80− 90%) in comparison to
aluminium (60%) or mylar (20%) foil.

Figure 36: OPAL end cap electromagnetic
calorimeter modules dissembled [3]

Figure 37: Housing case for the Hama-
matsu 3

′′PMT with plastic spacer and
optical connector

For each of the PMT a special housing is produced including a
plastic spacer between the lead-glass block and the aluminium case
and an integrated optical fiber with a connector. The optical fiber, a
CeramOptec multimode type with a direct optical contact with the
glass on one side and a standard light connector (LC type) on the
back side of the module, will be used for monitoring and calibration
purposes. A light distribution system based on blue LED light sources
with a pulse generating circuit is being developed. To emulating a
realistic PMT-response in the lead-glass an flexible implementation on
FPGA is chosen. Additionally the stability of the LED-light can be
controlled hereby with an external APD-readout. This concept can be
easily integrated in the general readout scheme of the ECAL based on
the TRB. For the high voltage power supply the CAEN SY1527LC HV

Figure 38: OPAL module with Brass case,
Lead-glass, Plastic spacer, Aluminum
case with the PMT and Optical fiber with
connector.

Lead glass94

Brass case

PMT and base

Aluminum case
Plastic quadratic spacer

420

600 Optical fiber
with connector

system based on the 24 channels A1535 modules providing voltage up
to 3.5 kV and current up to 3 mA is foreseen.

Photomultiplier

Figure 39: EMI 9903B

EMI 9903B [6] is a 1.5′′, ten stages green-extended tube with rubidium
bialkali (RbCs) photo-cathode and BeCu dynodes with a low gain
0.2× 106 but with extended linearity (better than 1% up to 50 mA) and
a high short and long term gain stability. Two thirds of the calorimeter
(∼ 600) will use the 1.5′′EMI 9903B photomultipliers from the MIRAC
detector (WA80 and WA98) [8], which passed the tests with a small size
Na(Tl) scintillator and a radioactive source [28].
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Hamamatsu R6091 is a 3
′′, twelve stage tube with bialkali photo-cathode

and a high gain of 5× 106 with a pulse linearity of 2% up to 40 mA
and 5% up to 60 mA. A better pulse linearity of 2% up to 80 mA can
be achieved with a Tapered High Voltage Divider with the cost of reduced
anode output of 30− 50% which has to be adjusted with higher supply
voltage [18]. Self-developed high voltage dividers were designed and
tested. They show comparable results to the original Hamamatsu HV
dividers.

Figure 40: Hamamatsu R6091Hamamatsu R8619 is a 1
′′, ten stages PMT with a gain of 2.6× 106 and

a pulse linearity of ±2% up to 5 mA which is tested as a cost efficient
solution.

Figure 41: Hamamatsu R8619

HM3 HM1 EMI1.5
R6091 R8619 9903KB

Active diameter [mm] 65 22 32
Active area [cm2] 33.1 3.8 8.0
Quantum efficiency at peak [%] 26 29 28

Wavelength at maximum QE 390 390 –
Spectral range [nm] 300− 650 300− 650 290− 680

Lead-glass

Figure 42: Lead-glass block CEREN 25

(Corning)

Lead-glass CEREN 25 is used as a Cherenkov radiator, with a density
of 4.06 g/cm3, a refractive index of 1.708 (at 410 nm), a radiation length
(X0) of 2.51 cm and a Moliere radius of 3.6 cm. The properties of
lead-glass CEREN 25 or SF5 are summarized in the following table:

Density 4.06 g/cm3

Radiation length X0 2.51 cm
Refractive index (at 400nm) 1.708
Refractive index (at 587nm) 1.673

Moliere radius 3.6− 3.7 cm
nuclear collision length 21.4 cm
critical energy 15.5− 15.8 MeV
βT threshold 0.5978
electron kinetic energy at threshold 126.5 keV

Each lead-glass block has a transverse dimensions of 92 × 92 mm2,
which is comparable to the transverse size of the electromagnetic show-
ers, and a length of 420 mm corresponding to 16.7 radiation lengths.
The are different nomenclatures and mixtures from different manufac-
turer which are comparable to CEREN 25 from Corning (see tab. [2]).
The light transmission coefficient for this lead-glass length is about 0.96
at 400 nm and drops at around 350 nm (see fig. 44).

CEREN25 SF5 PEMG4

PbO 55 55.1 54.5
SiO2 39 39.2 38.5
K2O 2 3.0 5
Na2O 3 1.8 1.0
other – – 1.0

Table 4: Summary of the mixture of lead-
glass: Corning CEREN 25, Schott SF5 and
Ohara PEMG4
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Radiation Hardness

Figure 43: The absorption as a function
of photon energy of SF5 before and after
exposure to a total dose of 810 Gy of 60Co-
radiation. The absorption curve can be re-
solved with three Gaussian shaped bands
corresponding to the color centers [17].

Although lead-glass has an excellent radiation hardness in compari-
son to scintillators, at a certain level of absorbed radiation dose the
light transmission coefficient drops and the typical ultraviolet absorp-
tion edge (at 3.5 eV photon energy) extends to visible and to the near
infra-red wavelengths (see fig. 44).The radiation defects in structure
of the glass corresponds to optical absorption bands, known as color
centers. In the case of SF5 it is shown that the increase of the absorp-
tion coefficient by the superposition of Gaussian-shaped bands can be
parametrized by the total absorbed dose in the glass (see fig. 43) [17].
FLUKA simulation show that for Ni+Ni 10 AGeV reactions with 105 Hz
interaction rate integrated over 2 months of operation the maximal
absorbed dose will not exceed 0.3 Gy in the modules with the highest
occupancy.

Figure 44: As a function of wavelength,
the measured internal transmission of
SF5 before and after absorption of a
200 Gy dose from 60Co-radiation [1], the
Quantum Efficiency of the 3inch Hama-
matsu R6091 [5] and the 1.5inch EMI
9903B [6], the bright blue LED(470 nm)
for monitoring and an estimation of a
maximal Cherenkov emission spectrum
1/λ2 is shown.
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Readout Scheme and Electronics

The general readout scheme is constrained by two requirements: one
is the capability to perform separate time and energy measurements
with high resolution in the expected dynamic range. The other is
an easy and low cost integration in the existing HADES readout and
DAQ infrastructure. To achieve these goals two approaches, ADC
sampling and PaDiWa-AMPS, are considered. The time measurement in
both approaches is done by a fast and multi-hit TDC (Time-to-Digital
Converter) on the multipurpose TRB (Trigger and Readout Board) [29].
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The newest version, the TRB3 (fig. 45), is equipped with several FPGA
chips, where the TDCs are implemented with a Tapped Delay Line
method. The board has also a high bandwidth DAQ functionality and
can transfer up to several hundred MByte/s from up to 256 single
edge channels. The digitizing board controls the parameters set on the
Front-End (FE) boards by separate slow control lines.

Figure 45: TRB3 multipurpose platform.
Equipped with 4 FPGAs for signal digiti-
zation and one central FPGA to provide
a flexible trigger, data transport and slow
control functionality

Figure 46: Prototype Cracow FE board
with 8 channel

Figure 47: ADC add-on board for the
HADES Pre-Shower detector

ADC sampling The first option is based on a traditional ADC (Analog-
to-Digital Converter) sampling chain with a dedicated analog FE board
(Cracow FE) with fast and slow signal processing paths. The collected
charge from the PMT is attenuated before splitting and send via slow
integrating paths as shaped pulse to a fast sampling ADC. Up to
24 ADC channels are realized on the add-on board which is attached
to the TRB3. The fast path contains a discriminator and provides the
timing signal to the TRB. The test-results for the prototype Cracow FE
(fig. 46) under different conditions are presented in the following in
this work. A 10 bit 20 MHz ADC add-on-board (fig. 47) with a TRB2,
as currently in use for the HADES Pre-Shower detector, was adopted
for these tests. Signal processing algorithms consisting of pedestal
determination, signal detection, pulse integration, evaluation of the
pulse amplitude and time measurement via constant fraction method
were implemented inside the FPGA.

Figure 48: PaDiWa-AMPS board with 8

channel

Charge-to-width conversion The other option (PaDiWa-AMPS) (fig. 48)
uses the concept of a readout via a charge-to-width conversion based
on FPGA. The charge information is extracted by a modified Wilkinson
ADC circuit, where the width of the integrated and linearly discharged
pulse is measured using a FPGA-TDC, delivering the time measure-
ment of the leading edge, as well as the charge encoded in the width of
the digital pulse. A proof-of-concept board and an improved version
designed for the HADES ECAL and Hodoscope detector was success-
fully tested. It is based on the experience with the PaDiWa board
and provides 8 input channels (using in total 32 FPGA-TDC channels
for two leading edges and two trailing edges for each input channel)
with a charge precision of 0.2% and a high dynamic range of 250 [21].
Additionally the dynamic input range can be easily increased with two
integrator channels with different gains. The advantage of the new
PADIWA-AMPS solution is its compact and low cost implementation
based on FPGAs and only few additional electronic components. De-
tailed care in adjustment of the input properties, non-linearities and
the later-on calibration has to be performed. The Cracow FE solution
on the other side is based on nuclear electronics standards developed
over decades, has an outstanding performance in terms of linearity and
resolution and the ability for pulse analysis in the FPGA.
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Readout requirementsRise time
single ph. elect. 2.5− 3 ns
multi ph. elect. ≈ 3.5− 5 ns

Transit time
electron 28− 48 ns
spread (FWHM) 1.2− 4 ns

S/N ratio > 12.5

Pulse amplitude
20 MeV 50 mV
600 MeV 1.5 V

Table 5: signal parameters assumed or
delivered from the manufacturer for the
used PMT

• Dynamic range of the signal amplitude (energy): 5 mV - 5 V

• Accuracy needed for the energy measurement: 5 mV at high ampli-
tudes corresponding to 0.5%

• Each calorimeter sector will deliver 163 independent signals with a
expected hit rate of 10 kHz per channel

Figure 49: Oscilloscope picture of a cos-
mics signal (blue) and the coincidence
trigger signal (red). Signal amplitude
of 3” Hamamatsu (R6091): ∼ 3 V(left)
1.5” EMI (9903KB): ∼ 1 V (right)

Cracow FE board

Measurements with three FE boards, developed at the Smoluchowski
Institute of Physics of the Jagiellonian University of Cracow, were
performed at GSI Darmstadt. The final Cracow FE board will comprise
24 identical channels but the prototype board, used in the tests, was
equipped with 8 channel. The description of one channel is given in
the following. Since the PMT signal may have high amplitudes, it
has to be attenuated before further processing. The FE boards were
modified at GSI to optimize the energy resolution. FE1 and FE3 are
after the modification identical and have a shaping time of 100 ns
and an attenuation to 10% of the input signal before shaping. FE2

comes with an attenuation of the input signal of 40% and a longer
shaping time of 150 ns. In fig. 50 the schematics of the FE prototypes
is shown. In the slow path the signal is integrated, converted to a

Table 6: Parameters measured for FE2

and FE1 & FE3

FE2 FE1 & FE3

Attenuation factor ∼ 0.4 ∼ 0.1
Linear output range (mV) 59− 3370 46− 1835

Shaping time (ns) ∼ 600− 700
Peak time (ns) ∼ 125

differential signal and sent to the ADC for the amplitude measurement.
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The AD8099 and AD8139 amplifiers from Analog Devices are used
on the prototype board. The peaking time of the integrator circuit
was before modification estimated as 400 ns and afterwards measured
as 100− 125 ns (see table 6). As a fast discriminator the ADCMP604

Amplitude signal ADC Timing signal TDC
+ Threshold setup

± 5 GND8x Input Channels

Figure 50: Schematics of the 8 channel
prototype Cracow FE board

Shower
AddOn Board

TRBv2
Frontend Board

LEVCON
Level Converter CTS

Thresholds
setup

Timing data

Analog data

LVDSNIM

Splitter

Discriminator

ADC

TDC

±5V

Trigger signal

Test signal
Detector signal

Figure 51: Signal path of the test setup
which was used in the laboratory

from Analog Devices with a discriminator delay of 1.6 ns is used. The
discriminator threshold is set by a 10-bit DAC and the output voltage
step is 3.2 mV. A small programmable digital integrated circuit is
needed as an interface for the DAC (Digital-to-Analog Converter) and
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is set externally via slow control lines entering the FE board. The input
signal walk is compensated off-line by using the measured amplitude
level. The discriminator has a differential output working with LVDS
signal levels. Two 80-channel cables are foreseen to deliver time and
energy signals to the digitizing board. The front-end board is supplied
with ±5 V.

Test Results & Beam-Time

Electronics Resolution - Pulser-Test To determine the intrinsic resolution
of the FE boards in combination with the test-chain, the setup was
tested with a pulser signal with a width of 10 ns (FWHM) and rise
and fall times of 5 ns. The pulser signal was adjusted to be similar
to the signals from the detector. For each pulse signal an individual
baseline level for the ADC samples was calculated and corrected for.
The ADC samples were summed up in a given integration window. The
electronic resolution is defined as the ratio of sigma and mean-value of
the Gaussian-fit and the time resolution as the sigma-deviation with one
TDC channel corresponding to 100 ps (see fig 53). Different approaches
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Figure 52: Gain linearity: the integrated
ADC value vs. the input amplitude (left)
and the intr. electronic resolution vs. in-
put amplitude (right) in one channel of
the FE1.

to correct the baseline level and to define the integration window
led to comparable resolution values. To study in detail the shaped
signal profile a semi Gaussian-fit was used to determine the actual
parameter set of the shaping circuit. The first pulser measurements
on the FE boards were superimposed with different noise sources in
the lab, caused by not sufficient grounding between the components
and unstable power supplies. Further investigation showed that some
channels of the used FPGA on the ADC board were not working
properly. A switch to the next ADC eliminated an oscillating signal
in some channels. The pulser measurements also showed deviations
in some channels as a consequence of the different signal amplitudes
caused by variances in the components and the signal path logic on
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the FE and the digitalization boards. The systematic shifts in ADC
and TDC values in these channels can be corrected in a calibration
procedure. The gain linearity and the electronic resolution was studied

Figure 53: electronic (energy) resolu-
tion: 0.6 % (left) and time resolution
100 ps (right). The plots show the ADC
sum spectrum and the TDC time differ-
ence from raw uncorrected data delivered
from the digitization boards. A devia-
tions in amplitude and timing, especially
in the second channel is clearly seen.

with the FE boards in the range where the FE will be used and is shown
in fig. 52. The electronic resolution is around 0.6% for high values
and shows here a bad resolution at low input values due to high noise
level between FE and digitization board. This was reduced in later
measurements by improved grounding and the change of the power
supplies. The time resolution was measured with 100 ps. (see fig. 53).

Figure 54: Energy spectrum for blue
LED-light and PMT with a resolution of
3.6 % (left) and a time resolution of 150 ps
(right).Pulsed LED-Light & PMT To test the performance of the FE board

with realistic signals, the response of the ECAL modules equipped
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with optical fibers were tested with pulsed blue LED light. The energy
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Figure 55: (left) Amplitude of the PMT-
Signal as a function of driving voltage
of the LED. The PMT-Signal after shap-
ing and attenuation as the FE2 and FE3

output signal. (right) FE response as a
function to the PMT signal. Saturation
effect of the signal amplitude for both
boards is seen.

resolution was measured to be around 3.6 % and the time resolution
as 150 ps with all tested FE boards. The pulser parameters are: width:
9.6 ns; edge times: 5 ns; amplitude: 2.15 V; freq.: 400 Hz. (see Fig. 54)
The response in therms of linearity to the output signal of PMT to
realistic light is shown in figure 55.

Cosmics Measurements

To study the energy resolution of the modules together with the re-
sponse of the FE boards a cosmic ray telescope setup was used, where
the calorimeter modules are placed vertically between two plastic scin-
tillators with an area of 8× 8 cm2 and 2.5 cm thickness (see fig. 56).

Scintillator + PMT

Scintillator + PMT

Lead 
glass

Trigger
signal

Detector
signal

coincidence

Figure 56: Schematic drawing of one
module and the coincidence trigger scin-
tillators

The cosmic ray muons have to pass within ±6.5° relative to the
axis of a lead-glass block to produce a coincidence trigger signal in
the scintillators. As the muon passes through the lead-glass it emits
Cherenkov light which corresponds to the equivalent signal amplitude
of an electromagnetic shower. With test-beam measurements the pulse
height generated by a muon can be related to an absolute energy scale.
Measurements with photons at the MAMI accelerator facility showed
an equivalent signal amplitude with an energy of 577 MeV. The OPAL
collaboration [12] reported an equivalent signal for a 690 MeV electron
beam and the WA80 collaboration about 540 MeV for a photon shower
in smaller 3.5× 3.5 cm2 SF5 lead-glass blocks [9]. The cosmic muon ray
flux at ground [22] is

Iν ≈ 80m−2 · s−1 · sr−1 (16)

which results in a count rate of ∼ 11 muons per hour within a solid-
angle of Ω = 0.006 sr and a sensitive area of A = 0.0064 m2. In the
laboratory an average count rate of ∼ 12 per hour was observed.

Resolution HM3 EMI1.5

Energy 9.3− 11% 13%
Time [ns] 0.82− 1.15 0.78− 0.82

Table 7: Cosmic results with the 3
′′and

1.5′′ PMT measured with the Cracow FE.
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Long-term measurements with the Cracow FE board with cosmic
muons show energy resolutions for the different PMT equipped mod-
ules between 9.3− 13% and time resolutions of 700− 1200 ps. The test
results show indications that the measured resolutions are dependent
on the stability of the coincidence scintillator trigger signal. Further
studies of the electronics logic producing the trigger signal showed a
time resolution of ∼ 825 ps which could be improved up to 300 ps by
carefully adjusting the used Constant Fraction Discriminators (CFD)
to an intrinsic time resolution of around 60 ps. The cosmic results
of the same modules measured with different systems (CAMAC and
Oscilloscope based DAQ) resulted in an energy resolution between
8.2− 8.5%. This is not explicable by the photon statistics alone which
was measured with LED-light as around 3.6− 4%. Additionally, the 3

inch Hamamatsu PMT were not significantly better than the smaller
1 and 1.5 inch PMT as one would expected due to the larger active
surface. One explanation could be that the readout-geometry of the
cosmic ray telescope is not selective enough in excluding low energy
cosmic events. The original cosmic setup of OPAL collaboration [12]
consisted of four scintillators constraining the path of the muon and
additionally a layer of lead requiring that the minimum energy of the
muon exceeds 200 MeV as it passes through the lead-glass.

Figure 57: 4 ECAL-modules in the cos-
mics test-setup with 8 coincidence scintil-
lator triggers up and down

Figure 58: Energy spectrum measured
with the cosmics test-setup with a resolu-
tion of 10% (left). The plot of TDC time-
difference (right) shows a time-resolution
of 1 ns. Further tests show that the trigger
signal of the coincidence scintillator sig-
nal has a time resolution around 825 ps
and has also an influence on the measure-
ment of energy resolution.
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In Beam tests at the MAMI accelerator (Mainz)

Four calorimeter modules were tested in the A2 hall of the MAMI-C
facility in Mainz.

TRB3 & PADIWA

TRB2 & ADC
Figure 59: The readout setup with the
PaDiWa-AMPS & TRB3 and Cracow FE,
ADC Add-on board & TRB2

One ECAL module was equipped with a 1.5′′ PMT and was already
tested in previous beam times at MAMI and CERN, two modules had
3
′′ PMTs and one contained a 1

′′ PMT. The high voltage settings of the
PMT were adjusted to correspond to the signal amplitude of measured
cosmic muons [26].

Trigger ch. Tagger ch. EγMean

0 2 1399.325
1 66 1217.769
2 121 1032.433
3 170 843.379
4 210 678.081
5 261 461.309
6 306 270.894
7 352 81.369

Table 8: Selected channels of the electron
tagger, the corresponding mean photon
energy and the trigger channel used in
the setup.

The detectors were positioned on a movable platform 1 m behind
the tagger. The secondary gamma beam, produced via Bremsstrahlung
in a copper target from primary electrons, was focused with a 2 mm
diameter collimator onto a beam spot of ≈ 6 mm on the module front
side. The resolution for the MAMI electron beam [20] is quoted with
2− 3 MeV and the time resolution with σt = 117 ps. The energy of
each produced photons was determined with the electron taggering
method, where the deflected electrons are bend in a magnetic field
of 1.83 T and dependent of their energy, are detected by an array
of 352 scintillation detectors. Each scintillator tile corresponds to a
certain gamma energy with an step size of 2− 4.7 MeV. Eight different
triggers were used ranging from 81 to 1399 MeV (see tab. 8). The goal
of the beam time was to measure the energy resolution of the three
PMT types in combination with the Cracow FE and the PaDiWa-AMPS
readout solution (see fig. 59). As reference readout system a CAEN
DT5742 digitizer with a pulses shaper (MA8000) and a high resolution
Rhode&Schwarz oscilloscope (RTO 1044) were used in the beam time.

Measurements of energy resolution

The comparison of the response of the Cracow FE, the PaDiWa-AMPS
and the CAEN ADC readout in therms energy resolution are comparable
in the full energy range (see fig 61) [26]. In therms of energy resolution

Figure 60: Energy resolution ADC of the
PMT with 3-term parameterization
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the modules with 1.5′′ PMT (5.9% at 1 GeV photon energy) and with
3
′′ PMT (5.3%) showed comparable response. The module with 1

′′ PMT
was measured with 7.7% and a non-linear behavior due to the increased
high-voltage to compensate the smaller output amplitudes. In figure 60

the energy resolution of the three PMTs measured with the Cracow FE
readout in the 3-term parameterization is shown. In the left figure 62

Figure 61: The energy resolution mea-
sured with the CAEN ADC, the Cracow
FE, the PaDiWa-AMPS readout in com-
bination with 1.5′′ PMT EMI (left) and
3
′′ PMT Hamamatsu (right) [26].

the energy spectrum of the eight different gamma energies (tab. 8)
measured with the Cracow FE and 3

′′ PMT Hamamatsu are shown. The
values are calculated by the ADC sum method, where the ADC values of
the PMT pulses are integrated in a certain time window after baseline
correction. The mean values and the width for each photon energy

Figure 62: (left) Energy spectrum with
the ADC sum method measured with the
Cracow FE and 3

′′ PMT Hamamatsu. The
colors correspond to the eight different
energy triggers (tab. 8) and are fitted
by Gaussian functions. (right) Compar-
ison between the simple ADC sum, the
pulse shape reconstruction method and the
CAEN ADC measurement.

is extracted by a Gaussian-fit. In the comparison to the pulse shape
reconstruction method (see right fig. 62), where the pulse amplitude is
reconstructed by a full pulse shape fit, a further improvement due to the
method was not observable. The reference CAEN ADC measurement
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shows a small deterioration to lower energies compared to the Cracow
FE measurement. The Cracow FE and PaDiWa-AMPS are optimized
with PMT pulses in the lab to provide also sufficient energy resolution
in the lower energy spectrum.

Performance & Simulation

The type of the lead-glass, its dimensions and the geometrical arrange-
ment determine the basic physical properties of the calorimeter. An
intrinsic energy resolution of σE/E ≈ 5%/

√
E, an intrinsic spacial

resolution of 11 mm at 6 GeV and a pion rejection of ∼ 10−3 for an
electron identification efficiency of 80− 90% was achieved in the OPAL
experiment [27, 3].
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times polarity as a function of particle
momentum p reconstructed with the RPC
detector.

For the HADES ECAL an energy resolution of σE/E ≈ 6%/
√

E was
chosen as a target value, although simulations show that an energy
resolution of σE/E ≈ 9%/

√
E would still be acceptable to reconstruct

an η-meson in C+C reaction at 8 AGeV[15]. An additional advantage
of the upgrade would be the improved electron/pion separation at
large momenta (p > 400 MeV/c). The limit for the energy resolution
of a calorimeter is determined by fluctuations in the absorption and
detection process. The common 3-term parameterization:

σE/E =
a√
E
⊕ b

E
⊕ c (17)

allows to distinguish the contribution of different processes with a
stochastic term (∼ 1/

√
E), an energy dependent noise term ∼ 1/E and an

energy independent constant term ≈ const. The results of the three PMTs
measured with the Cracow FE readout in the 3-term parameterization
and the compilation of other experiments with comparable lead-glass
and readout solutions:

Table 9: Comparison to the compilation
of results of other experiments with com-
parable lead-glass and readout solutions.

a[%] b[%] c[%] Material Reference

4.41 0.0 2.94 CEREN 25 3′′ HM Cracow FE
4.90 0.0 3.22 CEREN 25 1.5′′ EMI Cracow FE
5.73 0.0 5.12 CEREN 25 1′′ HM Cracow FE

∼ 5 CEREN 25 OPAL [27]
4 0.5 2.7 SF-5 FOREST [23]
4.2 SF-5 [13]
4.6 SF-5 [16]
4.2 0.64 SF-5 [4]
4.2− 4.8 SF-5 [19]
4.3 0.43 SF-5 [10]
4.9 SF-5 [14]
6 0.4 SF-5 SAPHIR (WA80) [9]
5.1 1.5 F101 HERMES [7]
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Glauber Model Framework

In his original lectures in 1958, Roy J. Glauber [77, 76] summarizes the
mathematical methods and approximations for treating the quantum
mechanical problem of multiple nuclear scattering at high energies with
purely quantum mechanical eikonal wavefunctions. Although some
of the techniques were known before, nor derived by Glauber himself,
the name Glauber model is generally used to denote this type of models.
Glauber pointed out that his theory is based on work by Molière (1947)
[65] on the elastic scattering of fast charged particles.

The approximation used by Glauber belongs to the family of so-
called eikonal approximations, which were studied by many others be-
fore3. It turns out that from the many possible quantum mechanical 3 Some of earlier origins of an equivalent

formulation can be found in the footnote
of [82]

approximations, the version by Glauber is one of the simplest formula-
tion with the feature of simplifying the evaluation of eikonal scattering
amplitudes for more complicated collisions.

Two different approaches for the description of nuclear multiple
scattering are summarized under the term Glauber Model. The general
one, derived from the quantum mechanical treatment based on eikonal
wavefunctions, can only be derived analytically for very light systems
(A 6 4) and for medium sized systems (A ≈ 12) in next-to-leading-
order expansions [39]. The second, the semi-classical approximation of
the first, is the interpretation in terms of survival probabilities for the
scattered nucleons in forward direction. It is called the Optical Glauber
Model and uses the optical-limit approximation to simplify the highly
multidimensional integrals, particularly for heavy nuclei, and makes
numerical calculations possible. Despite being a simplification of the
complex dynamics in a many-body nuclear reaction, it has turned out
to be a fairly accurate and practical formulation.

Originally, the Glauber Model was formulated to describe the cross
section in a deuteron-nucleus reaction (1955) [45, 40] using a shadow
or eclipse correction. It was further developed to understand the elastic
scattering peaks in nucleon-nucleus (1967) [35] and in nucleus-nucleus
collisions (1969) [32]. The success motivated many authors [42, 61, 50,
38] to formulate the Glauber approach for inelastic nucleus-nucleus
collisions (1968-69).
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To describe the fragmentation process, the abrasion and ablation model
by Swiatecki et al. (1973) [21, 57] pictured the nuclear collision as a
sequential process. The two nuclei, who are passing each other closely,
cut off an overlapping volume in a abrasion process. The scraped-off
volume is proportional to the number of participating nucleons and
the remaining spectator nucleons outside of the overlap region do not
experience any violent interaction.

The wounded-nucleon model by Bialas et al. (1976) [19] introduced the
idea that the multiplicity distribution of produced particles in a nucleus-
nucleus collision can be described as the incoherent superposition of
the multiplicity distributions of each wounded nucleon, i. e. all nucleons
which undergo at least one inelastic collision. On the base of probability
arguments the number of collisions (Ncoll) and the number of wounded,
or also called participating, nucleons (Npart) can be calculated4.

4 Although the therms wounded and par-
ticipating nucleons have different origins
and meanings, it is common, at least for
recent Glauber MC studies, to use them
synonymously. In the following the term
number of participating nucleons Npart is
used as the probabilistic scaling value de-
scribed in the wounded-nucleon model [46].

DIAGEN [84] ’89

HIJET [85] ’89

VENUS [98] ’89

RQMD [88] ’89

HIJING [97] ’91

FRITIOF [71] ’92

LUND [33] ’93

Table 10: Glauber Monte Carlo based event
generator and year of publishing

One of the first predecessors of the modern and commonly used
Glauber Monte Carlo Models [64] was the rows-on-rows model from Hüfner
and Knoll (1977) [56]. With the emergence of most of the modern event-
based generators (see tab. 10) at the beginning of the 90’s, the Glauber
Monte Carlo was a practical chose for the initial state, where specific
production points were needed in the models. It is the reduction of the
concept to two ingredients: the frozen configuration of nucleons in two
colliding nuclei and the modeling of the individual nucleon-nucleon
collisions according to a profile function and elementary cross sections.
The most striking feature of the Monte Carlo implementation is the
possibility of event-by-event calculations, where not only averaged
quantities are computed as in the general Glauber Model approach, but
also the underlying fluctuation and correlation between these quan-
tities can be easily studied. Two specialized Monte Carlo Packages
TGlauberMC [8, 63] and GLISSANDO 2 [81] were used in this work.

Limitation of the Glauber Model at low energies

The study of nuclear reactions has been done mainly in two comple-
mentary versions of the multiple scattering theory. The optical potential
model of Kerman, McManus and Thaler [60], often been used to analyze
experiments at low energies, and the Glauber Model motivated by high
energies experiments, where nucleon-nucleon cross sections are more
forward peaked. The comparison of the results from both models was
often used as a verification [36]. It was shown that with appropriate
corrections of the order of 15% the validity of the eikonal Glauber Model
can be extended down to energies as low as about 45 MeV [27].

The Glauber Model assumes that at sufficiently high energy the nu-
cleons in the nuclei will essentially pass through each other nearly
undeflected on straight lines as excited objects. This semi-classical de-
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scription requires that the reduced de Broglie’s wavelength, λ̄B = h̄/p,
where p is the characteristic momentum of the particle, is small relative
to the size of the nucleus. This condition is satisfied in the region

λ̄B ≈ 0.2fm� R ≈ 5.4fm. (18)

with a nucleon of 1.955 GeV/c momentum traversing a gold nucleus.

Geometrical picture of nucleus-nucleus collision

One of the important values to characterize nuclear reactions is the total
reaction cross section5 (σR), which is defined as the total (σtot) minus the 5 In the following the term total reaction

and total inelastic cross section is used syn-
onymously. In the common definition
a nuclear reaction occurs, if at least one
nucleon is scattered inelasticly.

elastic cross section (σel):

σR = σtot − σel (19)

The total reaction cross section has been studied systematically for both,
theory and experiment, and several empirical parameterizations have
been developed. It was shown [48], that for various collision systems at
beam energies above 1 AGeV the experimental data can been described
by parameterizations within 5− 10% w.r.t. the total cross section and
within 10− 20% w.r.t. the reaction cross section. Experimentally, it is
challenging in heavy-ion reactions to distinguish between elastic and
inelastic reactions with a high accuracy.

R2R1

Figure 64: Definition of the geometrical
cross section (adapted from [15]).

In a geometrical picture, where two colliding nuclei are considered as
black disks, one can assume, due to the short range of the strong force
and neglecting electromagnetic interactions, that the nuclei will interact
when their sharp edges touch. This reaction cross section corresponds to
the geometrical cross section:

σgeom = π(Rproj + Rtarg)
2 = πb2

c (20)

where bc is the maximal critical impact-parameter, inside which nu-
clear reactions will occur with high probability (see fig. 64). By using
the relation between the nuclear radius R and the mass number A,
parametrized as R = r0 A1/3, one can describe the cross section in terms
of the atomic weight:

σgeom = πr2
0(A1/3

proj + A1/3
targ)

2 (21)

Figure 65: Total reaction cross section for
nucleon-nucleus and nucleus-nucleus in-
teractions at 1.05 GeV/nucleon as a func-
tion of bc/r0 from Glauber calculations in
comparison to data [58] (taken from [17])

This parameterization is also referred to as sharp cut with a radius
parameter around r0 = 1.15− 1.27 fm. From the analysis of interactions
of cosmic rays in emulsions, Bradt and Peters [22] formulated the
following parametrization:

σgeom = πr2
0(A1/3

proj + A1/3
targ − c)2 (22)
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where c is the overlap parameter describing the diffuseness and partial
transparency of the surfaces of the nucleus. To describe large size nuclei,
the overlap parameter can been adjusted proportional to the surface of
the nuclei:

c = b0(A−1/3
proj + A−1/3

targ ) (23)

This results in the following energy-independent formulation by Vary
et al. [14, 17]:

σgeom = πr2
0(A1/3

proj + A1/3
targ − b0(A−1/3

proj + A−1/3
targ ))2 (24)

In figure 65 data from the Bevalac [58] in comparison with Glauber

Figure 66: Inelastic nucleus-nucleus
cross-sections as a function of the atomic
weight of the projectile nucleus Aproj and
of the target nucleus Atarg. Crosses in
the plot show results from the soft-sphare
model calculation [59] (taken from [2])

calculations are shown and in figure 66 data from the Bevalac and the
Dubna Synchrophasotron are compared to calculations of the soft-sphere
model [59]. The resulting parameters from the fits to the data are listed
in table 11.

Table 11: Total reaction cross section for
Au+Au reactions with A = 197 calcu-
lated with the parameterization by Vary
et al. (eq. 24) using parameters and errors
taken from the indicated references.

r0 b0 cross section beam energy reference
[fm] [mb] [AGeV]

1.34 0.75 7305 1.05− 2.1 Vary et al. [17]
1.36 1.11± 0.05 7362± 16 2.1 Heckman et al. [52]
1.33± 0.04 0.85± 0.1 7153± 335 0.5− 4.2 Abdrahmanov et al. [2]

There are further formulations with additional terms to account for
deviations to experimental data over a broad energy range and system
sizes. Some popular parameterizations are from Sihver [87], Kox [62, 92],
Shen [83] and Tripathi [30]. In the GEANT4 package a parameterization
based on a simplified Glauber approach is included [48].

In table 12 a comparison of estimations for the total reaction cross sec-
tion of Au+Au based on the sharp-cut approximation used by the FOPI
and KaoS experiments, the parametrization from Vary et al. (equa-
tion 24) and calculations with the microscopic soft-sphare model by
Karol [59] for at 1.23 AGeV are shown.
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method & reference parameter cross section

Sharp-cut approximation (eq. 21)

FOPI [74] r0 = 1.17 fm 5.9 barn
FOPI [75] r0 = 1.15 fm 5.6 barn

KaoS [95] r0 = 1.27 fm 6.9 barn
KaoS [89] r0 = 1.2 fm 6.1 barn

Parameterization (eq. 24) r0 = 1.33± 0.04 fm 7153± 335 mb
b0 = 0.85± 0.1

Karol [59] σ
pp
tot = 47.4± 2 mb 6899± 40 mb

σ
np
tot = 39.35± 2 mb

Table 12: Compilation of the total reac-
tion cross section for Au+Au estimated
by the sharp-cut approximation used
by the FOPI [74, 75] and KaoS [95, 89]
experiments, the parametrization from
Vary et al. (equation 24 with parameters
from [2]) and calculations with the micro-
scopic soft-sphare model by Karol [59] with
modification from [24] (code taken from
here [29]).

Glauber Monte Carlo

The Glauber Monte Carlo calculation has the feature of easy implementa-
tion and proceeds event-by-event as follows [7]:

0 8 16 24202 12

dσ
/d

b 
[fm

]

impact parameter  [fm]

total reaction
cross section

bmax

bc

20

40

60

80

100

120

Figure 67: Schematic illustration of the
impact parameter distribution. bc is
the maximal critical impact-parameter
and bmax the maximum of the parame-
ter range.

1. Impact parameter selection: The two nuclei are separated in the x-
direction by an impact parameter (b), chosen randomly according to
the probability distribution P(b) ∝ bdb (up to bmax ' 20 fm> 2RA).
The center of nucleus A is positioned in the x-direction at xA = −b/2
in the transverse plane, while nucleus B is centered at xB = +b/2.
By definition the reaction plane is oriented along the impact parame-
ter and the beam direction and are defined here by the x- and z-axes.
The transverse plane is given by the x- and y-axes.

2. Generation of nuclei: For each nucleus, we loop over the number
of nucleons (NA and NB) and choose randomly for each nucleon
position, azimuthal (cosθ) and polar (φ) angles (both uniformly dis-
tributed in spherical nuclei), as well as a radius (r) which is sampled
according to the radial density distribution (r2ρ(r)). Additionally,

A

B

b

B

A

b

transverse-plane
y

x
top view

z

x

reaction-plane

Figure 68: Schematic picture of the orien-
tation of two nuclei in the Glauber Monte
Carlo reference frame (adapted from [64]).

a minimum inter-nucleon separation distance (dmin) between the
nucleon centers of all nucleons in the nucleus is required. Each time
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the distance between the newly generated and any existing nucleon
nearby falls below this criteria, a new position is chosen. This intro-
duces a geometrical correlation among the nucleon positions [25, 79,
9], and also affects the volume of the nucleus. The nucleus starts to
swell above the given radial density distribution and the boundary
of the nucleus becomes more diffuse. To compensate this effect the
parameters of the input distribution have to be appropriately ad-
justed [63, 53, 86]. In this work a method is implemented, where the
RMS-radius of the generated nucleus is calculated and constrained
to the precise measured value.
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Figure 69: Density distributions ρ(r) (top)
and r2ρ(r) (bottom) of the two- or three-
parameter Fermi parametrization.
� 2pF R = 6.38fm a = 0.534fm
� 2pF R = 6.69fm a = 0.476fm
� 2pF R = 6.55fm a = 0.523fm
� 3pF R = 6.07fm a = 0.613fm w = 0.64

Due to fluctuations in the positions of the nucleons, the center-of-
mass of the generated nuclei also fluctuates around the center of
the reference frame. To ensure that the nuclear reaction is exactly
performed each time with the initially chosen impact parameter, the
generated nuclei are correctly re-positioned by shifting all nucleon
centers by the average offset determined after the positions of all
nucleons in the nucleus have been determined.

Figure 70: Schematic picture of a collision
with an impact parameter of b = 6 fm
(adapted from [64]). y (fm)z (fm)
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3. Collision process: For each nucleon i in nucleus A, we loop over
the nucleons j in nucleus B. There a several methods to decide
whether a collision between each individual nucleons from A and B
occur. In the black disk approximation one assumes that the nucleons
interact inelasticly with the probability of one, if the 2-dimensional
transverse distance dij =

√
∆x2 + ∆y2 between the nucleons is less

than the radius defined by the inelastic NN cross section σinel
NN :

(∆x)2 + (∆y)2 ≤ σinel
NN/π (25)

The grey disk approximation differs from the black disk with the condi-
tion, that a collision occurs with a reduced probability by the ratio
σinel

NN/σtot
NN in a radius defined by the total NN cross section σtot

NN .
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In the profile function approach [11, 78, 80], the probability of an
interaction between the nucleons i and j is given by

P(dij) = 1 −
∣∣1− Γ(dij)

∣∣2 , (26)

where the profile function Γ in the general eikonal-form is expressed
in terms of the total and elastic NN cross sections as follows:
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Figure 71: The interaction probability
as a function of the nucleon-nucleon
transverse distance dij. The black- and
grey-disk is shown in comparison to
parametrization with a gamma and Gaus-
sian function, modeled according to the
total and elastic NN cross section.

Γ(dij) =
σtot

NN · (1− iα)
4πB

e−d2
ij/(2 B) , (27)

with α the ratio of real/imaginary parts of elastic amplitude and
B the slope parameter of the differential elastic cross section (at
t = 0):

B =
1 + α2

NN
16π

· (σtot
NN)

2/σel
NN . (28)

This profile function Γ can be modeled with a gamma or Gaussian
function according to the elastic and total NN cross section [71] (see
fig. 71).

4. The nucleons are tagged as wounded (participating) if they suffer
at least one collision. Otherwise, they are listed as spectator. Event
counters for the determination of the total reaction cross section are
updated accordingly.

5. For the A + B collision one can then calculate the geometrical prop-
erties, e.g. eccentricity, plane axes, number of participating nucleons
and binary collisions, etc.

Parameter range and systematic errors

NN inelastic cross section
σinel

NN 23.8± 2 mb

isospin NN total cross section
σNN 43.6± 0.7 mb

Ratio of real/imaginary parts
of elastic amplitude (at t = 0)

α −0.2± 0.2 mb

Slope of elastic cross section (at t = 0)
B 5.97± 0.25 (GeV/c)−2

Table 13: Parameters used in the model-
ing of the nucleon-nucleon collisions for
beam energy 1.23 AGeV [68, 28, 41, 72].

radius parameter
R 6.554± 0.2 fm

diffuseness parameter
a 0.523± 0.1 fm

inter-nucleon exclusion distance
dmin 0.9± 0.9 fm

deformation parameters
β2 −0.13± 0.06 fm
β4 −0.03± 0.03 fm

Table 14: Parameters used in the genera-
tion of the gold nuclei.

Extensive studies of the systematics of the Glauber MC calculations are
done in the high energy range of RHIC [4, 64], LHC [3] and also at SPS
energies [80]. Mainly caused due to the great interest in the effect of
the anisotropic behavior of the initial state fluctuations on collective
flow observables. Systematic analyses of the initial condition in the low
relativistic energy regime (1 AGeV) are mostly done as part of nuclear
transport models [96] and not independently studied by the Glauber
MC approach. In order to estimate the systematic errors of the Glauber
MC calculation, the different model parameters are varied in suitable
ranges, which are constrained by available data or by conservative
uncertainties (following [41, 72]). The model parameter can be divided
into energy dependent parameters (see tab. 13), used in the modeling of
the individual nucleon-nucleon collision, and the energy independent
parameters (see tab. 14), used for the configuration of the nuclei, and
are discussed in the following. Since the main focus of this work is the
centrality estimation, we only consider the error estimation of the total
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reaction cross section, the systematics of the Npart distribution and the
error due to the modeling of the multiplicity distribution.

Nuclei configuration

Figure 72: Differential cross section for
elastic electron scattering in 197Au and
results from fits obtained by Hofstadter
et al. [49].

Figure 73: Charge distributions in
gold obtained using the three-parameter
Fermi shape, which allows variations in
the charge density near the center. [49]

The radial charge density distributions of nuclei are deduced from
measured differential cross sections in low-energy electron-nucleus
elastic scattering [49, 55]. It is also referred to as electromagnetic size
of the nuclei and usually parameterized by a three-parameter Fermi
distribution (3pF):

ρ(r) = ρ0 ·
1 + w(r/R)2

1 + exp
(

r−R
a

) (29)

where ρ0 describes the nucleon density in the center of the nucleus, R is
the radius parameter, a the diffuseness parameter and w characterizes
the variation of the central charge density. The surface thickness t,
where the density changes from 90% to 10% of the center density ρ0,
is related to the diffuseness parameter a by the relation t = 4a ln 3 for
the Fermi shape. An alternative form is the three-parameter Gaussian
distribution (3pG):

ρ(r) = ρ0 ·
1 + w(r/R)2

1 + exp
(

r2−R2

a2

) (30)

In both parametrizations a two-parameter form can be used with w = 0
(2pF and 2pG). Although the two-parameter Fermi, or Woods–Saxon,
charge distribution modeled from electron scattering fits many nuclei
well, the errors for R and a for the gold nucleus are quoted to be of the
order of ±1%. In comparison to very precise x-ray measurements of
the transition energies in muonic atoms, the size of the gold nucleus
in electron scattering experiments is underestimated by about 2%. In a
systematic survey of nuclei radii [12] the RMS-radius of a gold nucleus
was determined precisely with 〈r2〉1/2 = 5.4358± 0.0037 fm.

The theoretical calculation based on Hartree-Fock (Density-Matrix
Expansion) by Negele et al. [67, 73] and also by Lenske et al. [54] (in-
cluded in GiBUU [26]) are also in agreement with muonic measurement
and further on allow to calculate the neutron density distribution. The
neutron density distribution measured with antiprotonic atoms [93]
is quoted as the difference of the radii between the neutron and the
proton distribution:

∆rpn = 0.04 + 1.01 · (N − Z)/A (31)

In the Glauber MC calculations the neutron and proton weighted
average is used as nuclear density distribution.
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A compilation of all quoted parameters is summarized in table 15.

shape 〈r2〉1/2 ρ0 t R (fm) a (fm) w

Electron 2pF 5.33 1.09 2.35 6.38 0.535 –
Scattering [49] 2pG 5.31 1.13 2.61 6.36 2.72 –

3pF 5.36 0.85 – 6.07 0.613 0.64

Muonic atom [43] 2pF 5.437 2.30 6.5541 0.523 –

DME calculation
charge dist. 2pF 5.423 6.443 – –
matter dist. 2pF 5.502 6.495 – –

GiBUU [26]
proton dist. 2pF 5.352 6.538 0.465
neutron dist. 2pF 5.561 6.794 0.483 –
weighted average 2pF 5.527 6.691 0.476 –

Table 15: Fermi distribution parameters
for 197Au from electron scattering exper-
iments. The errors are quoted for the
radial parameters R and a to be around
±1% and for the surface thickness param-
eter t to be ±5% [49]. Theoretical calcula-
tions: Hartree-Fock calculations (Density-
Matrix Expansion) by Negele et al. [67]
taken from [73] and by Lenske et al. [54]
included in GiBUU [26].

To model the correlation between the individual nucleons in the nuclei,
a hard-sphere exclusion distance between the nucleons with dmin = 0.9 fm
is used. In recent studies [9, 10] it was shown that a more realistic
method based on a Metropolis random search to generate nuclei con-
figuration constrained by their nuclear wave function gives comparable
correlations in the nuclei. r [fm]  
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Figure 74: Calculation [81] of the radial
density distribution (r2ρ(r)) for the de-
formed and the spherical gold nucleus.

To take also deformations of nuclei into account, the following
modification of the two-parameter Fermi parameterization can be used

ρ(r, θ) = ρ0 ·
1

1 + exp
(

r−Rθ
a

) (32)

with Rθ = R · (1 + β2Y20(θ) + β4Y40(θ)) , (33)

where Y20(θ) and Y40(θ) are the spherical harmonics with the deforma-
tion parameters β2 and β4. The calculation [81] of the radial density
distribution (r2ρ(r)), with the parameter set given in table 14 for the
spherical part and using in addition the parameters β2 = −0.131, β4 =

−0.031 [66, 37] for the deformed gold nucleus, are shown in figure 74.

Nucleon-nucleon collision profile

cross sections (mb)

σ
pp
tot σ

np
tot σNN

tot
47.4 39.4 43.6 [68]

σ
pp
el σ

np
el

22.3 22.2 [26]

σ
pp
inel σ

np
inel σNN

inel
25± 1 18± 3 21.6± 3 [26]
26.4± 0.2 21± 1 23.8± 2 [28]

Table 16: The total, elastic and inelas-
tic pp, np and NN cross sections for
1.955 GeV/c nucleon momentum

In comparison to the high energy regime, where the contribution of
inelastic process is the dominant part of the total nucleon-nucleon
cross section and only weakly energy dependent, in the low energy
range the total, elastic and inelastic cross section have rapidly changing
excitation functions. A summary of the estimated proton-proton and
neutron-proton cross sections at the beam energy of 1.23 GeV are listed
in table 16. The values are obtained from the PDG [68], the ref. [28] and
from GiBUU [26] (modified parameterization of Cugnon et al. [31] and
refitted to the world data). With the assumption that nucleon-nucleon
scatterings are isospin symmetric, the cross section for pp and nn and
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as well for np and pn collisions can be treated to be equal.

σpp = σnn , σnp = σpn (34)

The isospin averaged nucleon-nucleon cross section can then be cal-
culated by weighting over the number of protons and neutrons in the
nuclei6:6 for gold with Z = 79 N = 118 and

A = 197 the formula simplifies to:

σNN = 0.52 · σpp + 0.48 · σnp σNN = (ZpZtσ
pp + NpNtσ

nn + (ZpNt + NpZt)σ
np)/(Ap At) . (35)

It should be emphasized that the cross sections in the nuclei (in-medium)

Figure 75: The proton-proton total and
elastic cross section [68].
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Figure 76: The neutron-proton total and
elastic cross section [68].

10

20

40

10 2

10 3

10
-1

1 10 10
2

pn total

np elastic

P lab (GeV/c)

Cr
os

s 
se

ct
io

n 
(m

b)

√s GeV
pn 1.9 2 10 20 30

1.955

2.41

may differ from the free space cross section due to density dependencies
and further on may be modified due to the internal Fermi motion and
the Pauli exclusion principle (Pauli blocking) [18]. In the following, this
effects are neglected and the nucleons in the nucleus are treated as free
particles. In the energy regime of 1.23 GeV the inelastic and elastic
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cross section are nearly similar. In the picture of successive nucleon
scatterings in the nuclei (cascade model) it would be questionable to
use the same cross section for all inelastic collisions. The traversing
nucleons could lose their momentum due to initial elastic scattering and
would thus have in a subsequent inelastic scattering a much smaller
inelastic cross section. To account for this, the effective interaction cross
section between colliding nucleons can be modeled with the profile
function approach, were the probability and range of an effective nucleon-
nucleon interaction can be adjusted in terms of the inelastic and total
cross section.
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Figure 77: The proton-proton inelas-
tic cross section obtained from PDG
data [68] compared to a parameter-
ization by GiBUU [26] and Landolt-
Börnstein [13].
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Calculated quantities

In the standard approach the centrality of a collision, defined by the
impact parameter, is estimated via the relation of geometrical quantities,
calculable by the Glauber Model, and measurable observables. And
since neither the impact parameter nor geometrical quantities, such
as the number of participating nucleons Npart or binary collision Ncoll ,
shown in figure 79, are directly measurable, they are called pseudo-
observables [44]. Their connection to experimental observables is made

Figure 79: The correlation plot of be-
tween the impact-parameter b and the
Npart distribution (left) and the Ncoll dis-
tribution from Glauber MC.

using the assumption that particle production in heavy-ion collisions
scales monotonically. Therefore observables, like the average charged-
particle multiplicity Nch and the transverse Energy ET are increasing
towards more central collisions, corresponding to decreasing impact
parameter. For the most central events with a zero impact parameter,

Figure 80: Npart distribution in AuAu re-
action with an NN cross section σNN of
(�) 47.5 fm (�) 25 fm (�) 22 fm (�) 18 fm,
in comparison to the collision system
Gold-Carbon (�) AuC with 25 fm.

the maximum of particle production is reached. In the geometrical
picture, the volume of the initial overlap region scales by the number of
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participating nucleons Npart. Following this view, the emission spectra
and particle production is directly related in the fireball model [47, 99]
to the available kinetic energy per participating nucleon in a certain
reaction volume. In the wounded-nucleon model [19] it is assumed that
the multiplicity distribution of produced particles is the incoherent
superposition of the multiplicity distributions of each individual ini-
tial wounded nucleon, also scaling with the number of participating
nucleons. Using the number of participating nucleons, as shown in

Figure 81: The uncorrected Nch
multiplicity-distribution determinated
by the number of primary tracks. Shown
are (�) minimum-bias data and the
(�) Glauber-fit with µ = 0.174 k = 1.129.

Figure 82: The uncorrected Et distribu-
tion. Shown are (�) minimum-bias data
and the (�) Glauber-fit with mu = 27.9
k = 36.6.

figure 80, as scaling factor with a convolution of a simple model for
particle production, the multiplicity distribution can be calculated. As a
model for particle production the negative binomial distribution (NBD)
is commonly used in the high energy regime [1, 90, 5], but for the
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beam energies considered here the Gaussian distribution gave sufficient
results. In the Glauber MC calculation Nch or ET is calculated for each
event by sampling from a Gaussian distribution with a mean and sigma
of:

Nmean = µ · Npart , σ = k ·
√

µ · Npart (36)

The parameters µ and k are determined by a minimization procedure,
which compares an ensemble of various simulated multiplicity dis-
tributions with the measured one, called Glauber-Fit. Using this fit
method the efficiency, the acceptance and the fluctuations of the detec-
tor response are also taken into account. In figure 81 the uncorrected
Nch-spectra is shown, determinated by the number of primary tracks,
and in figure 82 the uncorrected transverse Energy Et distribution, both
with the corresponding simulated distribution by the Glauber-Fit.

Figure 83: The correlation plot of be-
tween the estimated impact-parameter
b and Nch (NprimaryTracks on the left) and
Et (right).

Going to larger impact parameters the collisions are getting more
peripheral and the number of spectator nucleons, Nspec = 2 · A− Npart,
is rising. In the forward region the number of participating nucleons
can be estimated with:

Npart = 2 · A
(
1− Zspec/Z

)
, (37)

where Z and A are the nuclear charge and mass of a symmetric col-
lision system and Zspec is the measured total charge of the projectile
spectators [51, 23]. Due to the fragmentation process of the spectator
nucleons the multiplicity of spectators in peripheral reactions is not
directly connected to the centrality anymore, whereas their charge is a
conserved quantity. The other method used in the forward region is the
measurement of the deposited energy of spectators near zero-degree to
the beam direction by a zero-degree calorimeter (ZDC). The total reaction
cross section is calculated by the Glauber MC with the maximal geomet-
rical cross section of the initially used impact parameter range (bmax),
corrected by the fraction of events with at least one nucleon-nucleon
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collision to the total number of events:

σtot =
Nreaction(Ncoll ≥ 1)

Ntotal(Ncoll ≥ 0)
× πb2

max , (38)

The correlation between the impact-parameter b, respectivly Npart, and
the obtained multiplicity distribution is used in the following to obtain
centrality classes. By taking fractions of the total cross section, defined
as centrality percentiles, the corresponding centrality classes with their
averaged values for impact parameter 〈b〉 and 〈Npart〉 are determined.
In the data analysis events are sorted into Nch or ET intervals, estimated
for each centrality class. The centrality estimation has, due to the
fluctuating nature of event multiplicities, its limitation. Its accuracy
and resolution can be checked by simulation and comparison between
different estimator. Beside the pseudo-observables Npart and Ncoll other
derived quantities can be calculated:

• TAB = 〈Ncoll〉/σNN - the nuclear overlap function [34] is used to
calculate the nuclear modification factor by the scaling of elementary
pp reaction to pA and AA reaction with the number of binary colli-
sion. The idea is to quantify in-medium modifications in comparison
to elementary reaction in terms of the superposition of individual
elementary binary collisions.

• vcoll(t) - the frequency of binary collision, calculated from the colli-
sion time of each binary collision t = |z1 − z2| /(2v0) with z1 and z2

being the longitudinal coordinates of the participant nucleons with
t = 0 in the center-of-mass frame [94]

• dNch/dη and dET/dη - estimation for the centrality dependent mul-
tiplicity density and transverse energy density within a phenomeno-
logical approach

S

ψpp

x

xpp

yypp

Figure 84: The overlap area S of the par-
ticipating nucleons, the participant eccen-
tricity εpart and plane angle ψpp calcu-
lated with the Glauber MC.

In ref [6] the first observation of higher-order collective flow is de-
scribed by the anisotropic and fluctuating shape of the overlap region.
The approach to map flow observables, like elliptic or triangular flow, to
their corresponding pseudo-observable, calculated from Glauber MC, like
eccentricity, can reveal the response of the nuclear medium to initial
anisotropies. In figure 84 the shape and orientation of the overlap
region is characterized by the overlap area S, the participant eccen-
tricity εpart and plane angle ψpp using the spatial distribution of all
participating nucleons. With the mean 〈x〉, 〈y〉 and the variance σ2

x , σ2
y

of the spatial distribution in x- and y-direction and their covariance
σ2

xy = 〈xy〉 − 〈x〉 · 〈y〉 following the notation of the ref. [7, 91] the reac-
tion plane eccentricity εRP and the participant eccentricity εpart with
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the corresponding area of overlap in the transverse plane are:

εRP =
σ2

y − σ2
x

σ2
y + σ2

x
, εpart =

√
(σ2

y − σ2
x)

2 + 4σ2
xy

σ2
y + σ2

x
, S = π

√
σ2

x σ2
y − σ2

xy

The reaction plane eccentricity εRP is fixed in the reference frame and
participant eccentricity εpart tilted by the participant-plane angle w.r.t.
the reaction plane (see fig. 85):

ψpp = −
σxy

1
2

(
σ2

y − σ2
x

)
+
√
(σ2

y − σ2
x)

2 + 4σ2
xy

Figure 85: Event display of one Glauber
MC event with an impact parameter b =
5.7 fm. The anisotropic shape of the
overlapping region of two gold nuclei
is shown, where the dashed circles indi-
cates the radius parameter R. The partic-
ipating nucleons are plotted as full col-
ored dots, the spectators as light colored
dots and their size corresponds to the
nucleon-nucleon cross section σNN . The
participant plane ψpp and its harmonic
decompositions into high-order phase an-
gles ψn is shown, also the corresponding
moments εn of the initial participant ec-
centricity.
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For a harmonic decomposition of the spatial fluctuations, the high-order
moments of the initial participant eccentricity εn:

εn ≡ −
〈rn cos n(φ− ψn)〉

〈rn〉 (39)

and their phase angles ψn are described in the following way:

ψn ≡ atan2(〈rn sin nφ〉, 〈rn cos nφ〉) + π

n
. (40)
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Total reaction cross section

For reference, the values for the total reaction cross sections from
various models are listed in table 17. The values are obtained from
the sharp-cut approximation and the Vary et al.-parameterization. The
analytical soft-sphere model by Karol [59, 24] and two Glauber Model
calculation are shown as well. The GSI Overlap [70] uses the analytical
optical-limit version of the Glauber Model scattering formula to obtain
the reaction cross section by integrating over a smooth nuclear density
distribution. The DIAGEN Glauber [84, 69] is comparable with our
Glauber MC with the difference that here the profile function approach is
used for the nucleon-nucleon interaction. All models are comparable
within their systematic errors, as quoted in the references or obtained
by variating the model parameter range. Additionally, the reaction

method & reference parameter total cross section (mb)

Sharp-cut (eq. 21) KaoS [95] r0 = 1.27 fm 6862

Parameterization (eq. 24) [2] r0 = 1.33± 0.04 fm 7153± 335
b0 = 0.85± 0.1

Karol [59, 24] code: [29] σ
pp
tot = 47.4± 2 mb 6899± 40

σ
np
tot = 39.35± 2 mb

GSI Overlap [70] modified σNN
inel = 23.8± 2 mb 6758± 70

DIAGEN Glauber [84, 69] σNN
tot = 43.6± 2 mb 6950± 148

α = −0.2± 0.2
B = 5.97± 2 (GeV/c)−2

UrQMD 3.4 [16, 20] 6947± 56 (stat)

Table 17: The total reaction cross section
for Au+Au collisions at 1.23 AGeV, calcu-
lated from the sharp-cut approximation
(eq. 21) with values used by KaoS [95],
the Vary et al.-parameterization (eq. 24)
with parameters and errors from [2], the
analytical soft-sphere model by Karol [59,
24] and two Glauber Model calculations
are listed. The GSI Overlap [70] and the
DIAGEN Glauber [84, 69] are modified to
have a similar radius parameter R as in
the Glauber MC calculation. The results
of the transport model UrQMD in the cas-
cade mode [16, 20] were obtained with
the maximal impact parameter range of
bmax = 20 fm. The UrQMD-code was
modified to calculate for each event a
new nuclei configuration.

cross section is calculated from the transport model UrQMD [16, 20] by
extending the implemented impact parameter range up to bmax = 20 fm
and correcting the geometrical cross section by the fraction of events
with at least one nucleon-nucleon collision (see figure 67):

σtot = Nreaction/Ntotal × πb2
max . (41)

To estimate the systematic error of the total reaction cross section
σAuAu

tot for Au+Au at 1.23 AGeV with the Glauber MC approach, the
energy-dependent parameter, the nucleon-nucleon cross section, and
the parameters for the generation of the nuclei are varied independently.
In figure 86 the effect of changing the nucleon-nucleon cross section σNN

on the calculated σAuAu
tot is shown. Above 20 mb a linear dependence is

visible, where a variation of ±20% of σNN results in an error of 1− 2%
for σAuAu

tot . Below 20 mb the borders of the nuclei start to get transparent,
leading to a rapid decrease of σAuAu

tot towards smaller σNN . In figure 87

the dependence of σAuAu
tot on the relative change of the parameters used
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Figure 86: The total reaction cross-
sections as a function of the nucleon-
nucleon cross section σNN with the pa-
rameter R = 6.554 fm, a = 0.523 fm and
d = 0. Above 20 mb a linear dependence
and below a rapid decrease of σAuAu

tot is
visible. An error of 1− 2% for σAuAu

tot is
estimated for a variation of ±20% of σNN .
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tot as a function of the rel-
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6.554 fm and a = 0.523 fm, with a fixed
σNN = 23.8 mb.
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Figure 88: The total reaction cross-
sections as a function of the RMS-radius
of the generated nuclei, calculated with
fixed σNN = 23.8 mb ( ) d = 0.0 and
( ) d = 0.9. The mean-values of the RMS-
radius distributions of all generated nu-
clei and the one sigma deviation (shown
as error bars) are plotted. The error of
the total reaction cross-sections is only
the statistical one. The RMS-radius of
197Au 〈r2〉1/2 = 5.436 fm is also shown
as blue line. Accounting only calculations
constrained by the RMS-radius with an
maximal deviation of 2% (shown by the
dashed blue lines) the uncertainty is esti-
mated to be 6%.
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in the creation of the nuclei, R and a, and additionally the influence
of two assumptions on the inter-nuclear distance-parameter d = 0 fm
and d = 0.9 fm are shown. As previously discussed, the increase of
the distance-parameter d results in a growth of the nuclei and gives an
error of around 3− 4% for σAuAu

tot . Although the used parameter-range
of R ± 10% and a ± 20% are extreme, the resulting systematic error
is only around 6%, if the result is constrained by the calculation of
the RMS-radius of all generated nuclei, shown in figure 88. For each
calculation shown in figure 87, the mean-value and the one sigma
deviation of the RMS-radius distribution of all generated nuclei are
plotted. With the condition that the RMS-radius of 197Au is measured
with 〈r2〉1/2 = 5.436 fm and taking only calculation into account with
an maximal deviation of 2% around the RMS-radius, an uncertainty of
6% can be estimated. The σAuAu

tot is than estimated to be 6650 mb for
the inelastic case of σNN = 23.8 mb and 7016 mb for the total nucleon-
nucleon cross section of σNN = 43.6 mb. For a realistic scenario and in
agreement with the reference values for the total reaction cross section
given in table 17, an effective nucleon-nucleon cross section of around
∼ 25− 30 mb seems to be a robust approximation. Taking in to account
the systematic uncertainties, summed up in table 18, an estimate for
the total reaction cross section and its error is:

σAuAu
tot = (6833± 430) mb .

Parameter Variation Error

∆σNN ±20% 1− 2%

∆dmin ±100% (3− 4%)
∆R ±10%
∆a ±20%

constrained by RMS-radius ∼ 6%

Quadratic addition ∼ 6.3%

Table 18: The systematic error of the total
reaction cross section obtained by varia-
tion of the model parameters.

Centrality classes

There are three contributions to the systematic error of the determina-
tion of centrality classes, which have to be considered. Since centrality

 [mb]
NN

σ

10 20 30 40 50 60

 (
b
<

4
.6

fm
)

〉
p

a
rt

N
〈

240

260

280

300

320

340

360

380

400

 234

 265

 285

 297

 306

 313
 319

 323
 327

 330
 333

 336
 339  341

 197× = 2 
part

maximal N
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classes are defined as the fraction of total cross section, an uncertainty
of the total reaction cross section contributes as a systematic shift of
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the centrality class intervals. The second uncertainty has its origin in
the uncertainty of the model parameters, resulting into an spread of
differed Npart distributions w.r.t. the default distribution. For the most
central 10% bin (b < 4.6 fm), the systematic change of 〈Npart〉 due to
the increase of the nucleon-nucleon cross section is shown in figure 89.

Figure 90: The radio of the mean 〈Npart〉
to the value of the default calculation as
function of the default Npart, with four
different variation of the model param-
eters: ( ) σNN = 30 mb ( ) d = 0.9
( ) R = 6.75, a = 0.623 ( ) R = 6.35, a =
0.423. The gray band indicates the maxi-
mum deviation to the default result.
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In figure 90 the radio of the mean 〈Npart〉 to the value of the default cal-
culation as function of default 〈Npart〉 per centrality percentile is shown
and in figure 91 the same as a function of the centrality percentile.

Figure 91: Same plot as in 90, but sorted
as function of centrality percentile. The
gray band indicates the maximum devia-
tion to the default result in each centrality
percentile.
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The maximal deviation from the default result at each centrality per-
centile is used as the estimated error for 〈Npart〉, shown as grey band
in figure 90 and 91 and can be parameterized as:

∆Nmax
part /Npart = 0.03 + 3.4/Npart .

The uncertainty on Npart rises from 3.4% in the most central collisions
up to 14% in peripheral (70− 80%) and for minimum bias (0− 100%)
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collisions it is calculated to be 5% (see tab. 19). A third error arises due
to the event-by-event fluctuation of the Npart values w.r.t. to a certain
centrality and can be described as the dispersion for each centrality
percentile, shown as σ(Npart) in table 19. This error is accounted
for after the MC simulation of the detector response Nch, where the
dispersion of Npart is preserved, while due to the sampling process an
additional dispersion is introduced in the Nch distribution.

class bmin − bmax 〈Npart〉 syst.error (%) σ(Npart) (%)

0− 100 0.00 − 17.93 91.7 ±4.4 4.7 96.7 105.5

0− 10 0.00 − 4.60 301.1 ±11.2 3.7 32.6 10.8
10− 20 4.60 − 6.50 211.8 ±10.1 4.8 23.1 10.9
20− 30 6.50 − 7.95 148.5 ±7.8 5.3 18.2 12.3
30− 40 7.95 − 9.18 101.7 ±6.3 6.2 15.2 15.0
40− 50 9.18 − 10.27 66.6 ±5.4 8.1 12.9 19.3

0− 5 0.00 − 3.25 328.3 ±11.2 3.4 19.4 5.9
5− 10 3.25 − 4.60 273.8 ±11.3 4.1 16.4 6.0
10− 15 4.60 − 5.62 230.2 ±10.5 4.6 14.6 6.3
15− 20 5.62 − 6.50 193.5 ±9.6 4.9 13.4 7.0
20− 25 6.50 − 7.26 162.0 ±8.4 5.2 12.6 7.8
25− 30 7.26 − 7.95 135.3 ±7.2 5.4 12.0 8.9
30− 35 7.95 − 8.58 111.9 ±7.0 6.3 11.6 10.4
35− 40 8.58 − 9.17 91.8 ±6.5 7.0 11.2 12.2
40− 45 9.17 − 9.73 74.3 ±5.8 7.8 10.7 14.4
45− 50 9.73 − 10.26 59.2 ±5.1 8.6 10.2 17.3
50− 55 10.26 − 10.76 46.5 ±4.6 10.0 9.6 20.7
55− 60 10.76 − 11.24 35.8 ±4.1 11.3 8.9 24.8
60− 65 11.24 − 11.70 27.0 ±3.4 12.4 8.1 29.9
65− 70 11.70 − 12.14 19.9 ±2.7 13.4 7.2 36.0
70− 75 12.14 − 12.57 14.4 ±1.9 13.5 6.2 43.1
75− 80 12.57 − 13.00 10.2 ±1.4 13.7 5.1 50.4

Table 19: Results of the Glauber MC
calculation for Au+Au collisions at
1.23 AGeV, with the impact-parameter
intervals bmin − bmax (in fm), the mean
〈Npart〉 and its systematic uncertainty,
and the one sigma deviation σ(Npart) in
each centrality bins.
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Methods of Event Characterization

First day 5.4.2012− 22h
Last day 7.5.2012− 07h
Data taking 558.3 hours
Number of days 33

Number of runs 12046
Number of files 95041
Total file size 138 T

Number of events 7312.6 M
Mean event rate 3.6 KHz

Table 20: Statistics of the total Gold-Gold
production beamtime 2012.

Data taking 7.79 hours
Start & end 16h− 24h

Number of runs 174
Number of files 1382
Total file size 2003.0 G

Number of events 101.5 M
PT3 events 80%
PT2 events 17%
CTS & other 3%

Table 21: Statistics of day108 (17.4.2012).

The Gold-Gold production beamtime was scheduled from April 5
th

to May 7
th

2012. Within the 5 weeks of beamtime the SIS18 delivered
684 hours of Au69+ ions beam to the HADES cave [3] with an intensity
of 1.2− 2.2× 106 ions per sec. The overall total data volume recorded
on disc is 140 Tbyte, including calibration and cosmic runs. The data-
taking, summarized in table 20, amounts to a total of 558.3 hours,
with a total event count of 7.31× 109. This includes 3% calibration
and CTS (Central Trigger System) events and the fraction of recorded
central PT3-events is 80%, corresponding to 5.85× 109 events. Due to
the reduction of the peripheral PT2-event class by a factor of 8, the
fraction of recorded PT2-events is 17%. The analysis sample used for
this thesis, summarized in table 21, is taken from day108 with 8 hours
of data-taking. This sample was chosen as the reference for a day-by-
day calibration, due to the fact that in this run the MDCs in all six
sectors were working most efficiently. If not explicitly mentioned, the
7

th data-production generation (gen7) was used.

Centrality Estimators

Track based

selected and primary tracks

Hit based

TOF-hits and TOF+RPC-hits
with and w/o timecut

FW-hits and total charge

PID based

Number of protons and pions
Et transverse Energy

Event shape

Directivity [4]
Ratio Et/Ez (ERAT [7, 8])

Table 22: Centrality Estimators.

To determine the percentage of selected central events with respect to
the total cross section, three complementary methods can be used. The
first one is based on the trigger cross section, as calculated from the
recorded beam and trigger rates.

The second, as discussed in the previous chapter, is based on quan-
tities, which are correlated to the violence of the collision and thus
characterize the centrality of an event, like the event multiplicity, and
are called centrality estimators. The main centrality estimator used
in this analysis is the distribution of the number of primary tracks
NprimaryTracks. To study the behavior of the different estimators, shown
in table 22, in addition the number of selected Tracks NselectedTracks, the
number of identified protons and pions, and the hit based estimator us-
ing the TOF-hits NTOF and RPC-hits NRPC, with and without time-cuts,
are compared. Due to the geometrical properties of heavy-ion collisions,
the most central events should have a high azimuthal symmetry in the
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transverse momentum distribution and a maximum in the produced
transverse energy Et. To study the centrality dependent momentum
distribution, event shape observables, like the transverse momentum
directivity [4]:

D =
|∑i ~pt,i|
∑i | ~pt,i|

∣∣∣∣
yi≥yc.m.

(42)

and the ratio of total transverse to longitudinal kinetic energies [7, 8]:

REt/Ez =
∑i Et,i

∑i Ez,i

∣∣∣∣
yi≥yc.m.

(43)

are often suggested. The third approach is the estimation of the central-
ity by the number of spectators in the forward region via the measure-
ment of the total charge of fragment-hits in the FW in a time-of-flight
window of β = 0.9± 0.1.

Track and Particle Selection

In the analysis of event multiplicities no additionally track selection
criteria were used, apart from the conditions implemented in the track
reconstruction and sorting algorithms. From all reconstructed track
candidates, only flagged tracks, called selected tracks, were considered,
which have the best matching to the contributing hit-points and fulfill
the condition that these hit-points are not shared by other track candi-
dates. The next subset are the primary tracks which fallow the additional
condition that each track should have a distance of closest approach to
the primary vertex below dmin < 10 mm. In figure 92 the correlation

Figure 92: Correlation plot of number the
selected and primary tracks per event in
minimum-bias data.

between NselectedTracks and NprimaryTracks per events is plotted, where
events show a higher multiplicity in NselectedTracks either due to lose con-
ditions in the track reconstruction or generated by pile-up events. The
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advantage of the track-based estimator in comparison to the hit-based
estimator are that they represent the best estimation of the number
of primary charged particle Nch produced in the collision. The disad-
vantage of these estimators are, that corrections for time dependent
fluctuations have to be applied, which occur due to the efficiency of
the MDC sectors. On the other hand, the hit-based estimator NTOF and
NRPC are biased by their sensitivity to additionally secondary particles
produced in the detector material and their dependence on the quality
of the event timing. Particle identification of protons and pions is done

Figure 93: The correlation between
beta and momentum multiplied by the
charge for all reconstructed particle can-
didates. The red lines indicates the beta-
momentum cuts for protons, π−, and
π+.

Figure 94: The correlation between the
number of identified protons per event
and NprimaryTracks in PT3 data. The aver-
age number of protons scales with pri-
mary track multiplicity, beside events
with low proton multiplicity Npart < 7
caused by wrong event timing.

two dimensional cuts in beta versus momentum, shown in figure 93.
The number of protons after selection is shown in figure 94 and the
sensitivity of the proton multiplicity to the event timing is also visible.
A cut into events with low proton multiplicity is used to reject events
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with wrong event timing. The total transverse kinetic energy Et of i,
identified protons and pions defined via the beta-momentum cut in
forward rapidity, is calculated in the following way:

Et = ∑
i

Ei sin θi

∣∣∣∣∣
yi>yc.m.

, (44)

and is shown in figure 95 as a function of NprimaryTracks. Also here a
clear correlation is observable.

Figure 95: The uncorrected total trans-
verse kinetic energy Et per event in the
forward rapidity in arb. units of all pro-
ton and pions, identified via the beta-
momentum cut shown in figure 93, as a
function of NprimaryTracks.

Cross section and trigger bias determination

The total reaction cross section includes inelastic, as well as elastic and
dissociation reactions, shown in figure 96. The elastic and dissociation
reactions are dominant for very peripheral events with large impact
parameters, which generate low multiplicities in the HADES acceptance.
Only the inelastic interactions are contributing to the particle production
and can be selected by a sufficiently high multiplicity threshold. The
total hadronic cross section is calculated in the previous chapter as
6.83± 0.43 barn. The cross section for inclusive electromagnetic and
nuclear dissociations with one-, two- and three-neutron removal is
measured to be around 3.89± 0.23 barn [2] for Au+Au at 1 AGeV.
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total hadronic EM & nuclear
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Figure 96: Schematic plot of the total
cross section, the different contributions
and estimates for the multiplicity trigger
PT2 and PT3.

Trigger configuration

In the Au+Au beamtime two Physics Trigger (PT) were activated, which
are defined as multiplicity-trigger with thresholds corresponding to
around 5 (PT2) and 20 (PT3) hits in the TOF detector. These threshold-
triggers were realized by the analog multiplicity signal of the TOF-array
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and required a coincidence with a signal of the Start-Detector in a
time window of ∼ 50 ns. Due to electronic noise, the trigger-edge is

Figure 97: TOF-multiplicity-distribution
as recorded during the beamtime with
(�) minimum-bias reduced by a factor of
8 and (�) central trigger (PT3).

smeared out and the analog trigger-efficiency has to be calculated and
included in simulations. Additionally, due to the high beam-flux of
up to 2.2× 106 particles per second and the resulting dead time, only
a certain number of triggered events are accepted by the DAQ and
recorded on disc. Using the information from the beam and trigger

Figure 98: Multiplicity-distribution of
number of selected Tracks as recorded
during the beamtime with (�) minimum-
bias reduced by a factor of 8 and (�) cen-
tral trigger (PT3).

counters, called scalers, as well as the number of accepted and recorded
events, this event losses can be determined and corrections can be
applied in the analysis. Due to the statistical occurrence of the reactions,
two or more events can appear close in time with a finite probability.



98 centrality determination and hades ecal readout-electronics

These events, called pile-up events, are dependent on the beam rate,
the dead time and the trigger threshold [9]. The term minimum-bias is
specific for an experimental trigger condition which includes the widest
spectrum of different event centralities in an experimental setup. The
minimum-bias trigger used during the Au+Au beamtime was the PT2
trigger7, including most of the inelastic events, but also dissociation

7 In the recorded data, three different trig-
ger bits were used: the downscaled PT2
and PT3-events and the unscaled PT3-
events. In the following the minimum-
bias data referrers to the distribution of
recorded events with the downscaled
PT2- and PT3-trigger bit and the central
data to both PT3-trigger bit.

and peripheral fragmentation reactions as well as background reactions.
The highest contribution from background-events originates from the
material of the Start-detector (Au+C). The central trigger PT3 was
adjusted to collect only central gold-gold inelastic collisions.

Trigger cross section
Beam

energy 1.23 AGeV
particle Au69+

intensity 1.2− 2.2× 106 Hz
197Au-Targets

int. prob. L0 1.35%
thickness d 15× 25µm
density ρ 19.3 g/cm3

12C Start-Detector
int. prob. L0 0.26%
thickness d ∼ 50µm
density ρ 1.84 g/cm3

Table 23: Beam and target specifications.

PT2 PT3
Ntrig/Nbeam[%] 1.656 0.577

σtrig[mb] 7684± 6 2608± 3

Table 24: Trigger cross section for day 108

with only statistical errors.

For a certain experimental trigger condition the trigger cross section
can be calculated according to [6]:

σtrig =
Ntrig

Nbeam
·
(

ρ · d · NA
M

)−1
(45)

Here, NA is the Avogadro constant, d the thickness of the target, ρ the
density and M the molar mass of the target material. The interaction
probability Ntrig/Nbeam is calculated with the number of interactions
accepted by the trigger Ntrig and the number of beam particles Nbeam,
which are stored in CTS-events every second. The efficiency of the Start-
Detector, its time-dependent efficiency loss during the beamtime and
the contribution of background reactions are not taken into account in
the calculation. The trigger cross section for central PT3-events amounts
to 2.6 barn and corresponds to σPT3/σtot = 38± 3%.

Trigger Efficiency & Bias Determination

Taking only the effect of the analog trigger edge into account, the PT3
trigger efficiency as a function of the number of hits in the TOF-detector
can be obtained as the ratio of the minimum-bias distribution (PT2
including PT3 events) and the PT3 distribution, normalized to the same
integral of events in the high multiplicity part.

The parameterization of the ratio is based on a modified error-
function, with the turn-on point p0 and the slope p1 calculated as:

f (x) = p2 + (p3 − p2)/2 ·
(

1 + Erf((x− p0) ·
√

2/p1)
)

(46)

The derivative is a Gaussian with the mean p0 and the sigma p1, used
as trigger-emulator in the HGeant detector simulation and the Glauber
MC simulation. It emulates the smeared threshold of the TOF response,
with the following condition:

TofMult >= Mean + gRandom->Gaus(0,Sigma)
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In figure 99 the ratio and the parameterization is shown, while fig-
ure 100 displays the calculated impact-parameter distribution with a
sharp cut into NTOF > 19 and with employing the PT3 trigger emulator.

Figure 99: Trigger efficiency of PT3 trig-
gered events for day 108 and 110 as a
function of the TOF-hit multiplicity. The
parameterization of the ratio is based
on a modified error-function. The PT3-
trigger threshold sets in at around ≈ 25,
with the turn-on point p0 = 19 and the
slope p1 = 2.6.

An estimate for the PT3 cross section would be around σ/σtot = 30%
for the sharp-cut and σ/σtot = 32% for the trigger emulator. The un-
derestimation of the PT3 cross section by around 10% in comparison

Figure 100: Impact parameter distribu-
tion from the Glauber MC simulation of
the TOF-detector response (�) minimum-
bias Glauber MC, the (�) sharp-cut
NTOF > 19 and the (�) PT3 emulator
with p0 = 19 , p1 = 2.6.

to the other methods, is mainly caused by the large uncertainty in the
Glauber-fit to the TOF-detector response. Due to the timing-cuts, used
to reject TOF-hits not directly correlated with the triggered event, more
peripheral events are excluded, resulting in the underestimation of the
cross section.
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Event selection

The aim of the event selection in the offline analysis is to select the
most central inelastic hadronic interactions as efficiently as possible and
to reduce the contribution of events from background and off-target
reactions with timing and vertex cuts. Additionally, outlier-events are
rejected by cuts, where measurements in different sub-detectors can
differ strongly, e.g. the correlation between the

• FW-hits or total spectator charge vs. TOF+RPC multiplicities

• number of primary or selected tracks vs. TOF+RPC multiplicities

• multiplicities between inner and outer reconstructed tracklets.

Special care should be taken that the event selection is not introducing
a bias, which is multiplicity dependent. If this cannot be avoided a
correction for the event loss has to be determined.

Event Timing

To ensure a precise time-of-flight measurement for particle identification
(PID) a good event start time T0 is essential. In the case where a good
start time could not be found or reconstructed the event is flagged
and can be rejected in the further analysis. Three timing methods are

Figure 101: Selection efficiency of tim-
ing methods in PT3 triggered events as
a function of the primary track multi-
plicity (�) correlation found (flags: 0,1,2)
(�) only one Start-hit in the event win-
dow (flags: 0,1,2) (�) one hit, only cor-
relation in Start (flag: 2) (�) only corre-
lation in Start (flag: 2) (�) proton event
multiplicity Nproton > 7.

established in the standard HADES analysis. The first one uses the
timing signal of the Start-detector, the second uses the correlated hit
information from the META time-of-flight detectors, and the last one is
based on PID information, such as the number of reconstructed protons
or pions in the event as a timing criteria. As previously discussed, a
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wrong event timing results in an systematic shift of the β of protons
and pions in the event. In the case of a high multiplicity event, those
with low identified proton multiplicity Nproton < 7 or with no pions can
be rejected. Based on the measured momenta of identified protons and
pions in certain β vs momentum regions a method is implemented to
improve the resolution of the event start time T0. This method is limited
to events with small deviation to the real event time only. For larger
shifts a full T0-reconstruction via an iterative χ2-minimization method
is needed, where the event time is reconstructed by a comparison of
the measured TOF to an expected TOF as deduced by the measured
momentum and an mass hypothesis for each used track [1].

2 both side correlate in 0.5 ns

1 back side correlates with META

0 front side correlates with META

-1 no correlation found

Table 25: T0 Timing Correlation-Flag.

The timing signal of the Start-detector is used as event time T0, if a
hit in the front side (X-stripes) correlates with a hit on the back side
(Y-stripes) of the detector in a time window of 0.5 ns. If no correlated
hits are found between the front or back side, an estimate of the event
start time is calculated by the mean time-of-flight of the three fastest
hits in the TOF and RPC detectors and the closest start hit time from
one side of the start detector. With the assumption that the fastest hits
are from particles around β ≈ 1 and the normalized flight-length is
2.1 m, a search for a start hit corresponding to a flight-of-time close to
7 ns is performed. If no correlation between Start- and META-Detectors
is found in the time window of 10 ns, the event is flagged.

Figure 102: Multiplicity-distribution of
the META detectors in the total event
time window (1µs) vs. multiplicity out-
side the time window (25 or 21 ns). (left)
PT3 events with no further selection and
two proposed timing cuts. (right) Same
plot with the requirement of more than 7

identified protons in the event.

The META timing selection method makes use of the time distribution
of hits in TOF and RPC via a comparison of the multiplicity in the total
event time window (∼ 1 µs) and a time window after the start time,
which is 35 ns long for TOF and 25 ns for RPC. This concept is based
on the idea that, in the case that the start time is deviating from the real
event time, a certain number of META hits will be moving out of the
time window. Additionally, the ratio of the multiplicity inside to the
one outside of the time window could indicate an overlap of a pile-up
events or a background reaction.
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Event vertex

To reduce the contamination of off-target interactions the event vertex
was restricted to the 6 cm long region around the segmented target.
The contribution of reactions within the start detector located 2.8 cm in
front of the first and 7.8 cm of the last target segment can be rejected by
a cut on the position of the reconstructed vertex in z-direction between
−60 and 0 mm, shown in figure 103 and 104 (left).

Figure 103: The distribution of the z-
position of the reconstructed primary ver-
tex in (�) minimum-bias and (�) central
PT3 data.

In a dedicated empty-target run on day126 the beam was shifted relative
to the nominal setting by about 3.5 mm and the Start-Detector by
1.25 mm, so the target segments were not illuminated by the beam
spot. In figure 104 the comparison between day108 and empty-target run

Figure 104: Comparison between the run
of day108 (left) and the empty-target run
on day126 (right) with the shifted posi-
tion of the beam by 3.5 mm and of the
Start-Detector by 1.25 mm.

on day126 in vertex position y-z direction is shown. In figure 105 the
contribution of the Start-detector and the off-target below a multiplicity
of 15 primary tracks is visible and these contribution can be excluded
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by the requirement that the multiplicity should be higher than 15
for primary tracks. The comparison to Glauber MC simulations this
additional contribution of background reactions is visible in the ratio
between data and simulation, as shown in figure 109. The vertex

Figure 105: Comparison between the run
of day108 (left) and the empty-target run
on day126 (right). The primary track mul-
tiplicity is shown against the primary ver-
tex z-position. The contribution of the
Strart-detector and off-target is visible be-
low a multiplicity of 15 primary tracks.

reconstruction efficiency is calculated in a full MC simulation with
HGeant. The resolution of the vertex reconstruction, dependent on the
number of tracks, is estimated by the deviation between initial and
reconstructed z-position, to be:

σ∆Z ≈ 4.3mm/
√

NTracks . (47)

The effects of multiple vertices from pile-up or background events are
not taken into account in the simulation.

Figure 106: The vertex-reconstruction ef-
ficiency for the HGeant full detector sim-
ulation (minimum-bias) as a function of
primary tracks. The deviation σ∆VertexZ
between the initial and reconstructed ver-
tex in z-direction, with the parametriza-
tion σ∆Z ≈ 4.3mm/

√
NTracks.
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Centrality Determination via Glauber-fit

As previously discussed in Chapter 4 the particle multiplicity recorded
by the detectors can be calculated by convoluting Npart with a simple
model for the particle production, including the efficiency and fluctua-
tions of the detector. In the following, the multiplicity distribution was
sampled for each event randomly from a Gaussian distribution with a
mean and sigma of:

Nmean = µ · Npart , σ = k ·
√

µ · Npart (48)

In figure 107 the Glauber-fit to the NprimaryTrack distribution for the
minimum-bias and the central data are shown. The parameters µ and k

Figure 107: The uncorrected NprimaryTrack
multiplicity-distributions. Shown are
(�) minimum-bias, (�) central data and
the (�) Glauber-fit with µ = 0.174 k =
1.129.

Figure 108: The uncorrected NprimaryTrack
multiplicity-distributions for minimum-
bias data (�) compared to the Glauber-
fits with different fit-ranges. The result-
ing reduced χ2/nd f are (�) 1.5 (�) 2.3
(�) 7.3.
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are determined by a χ2-minimization procedure, which compares an
ensemble of various simulated multiplicity distributions in a certain
multiplicity fit-range with the measured one. The multiplicity fit-range
is needed to exclude regions from the fit with a trigger bias or with
strong event losses due to the selection methods. A selection of Glauber-

Figure 109: The ratio between the
Glauber-fit to the (�) minimum-bias, the
(�) minimum-bias with a z-vertex cut
in the target region z > −60 and the
(�) central PT3-trigger data. The PT3-
trigger bias at around 30 and the con-
tribution of background and off-target
reactions below 15 are visible as an en-
hancement in the ratio.

fits with different fit-ranges, the resulting fit-parameters µ, k and the
reduced χ2/nd f -values are shown in figure 108. In figure 109 the
ratio between the Glauber-fit to the minimum-bias data and to the
data with an additionally z-vertex cut (z > −60) in the target region
is shown. The contribution of background and off-target reactions

Figure 110: Impact parameter distri-
bution from the Glauber MC used in
the simulation of NprimaryTracks with the
(�) minimum-bias Glauber MC, the
(�) sharp-cut NprimaryTracks > 13 and the
(�) PT3 emulator with p0 = 13.8 , p1 =
5.39. The resulting cross section σPT3/σtot
is 40% and 41%, respectively.

below NprimaryTracks < 15 is visible as an enhancement to the reaction
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cross section calculated by the Glauber MC. The central PT3 data is
also plotted with its trigger bias around 30. The parametrization with
the trigger-function eq. (46) results in a turn-on point p0 = 13.8 and
a slope p1 = 5.39. The corresponding estimation for the PT3 cross
section would be around σPT3/σtot = 41%. To estimate the contribution
of gold-carbon reactions in figure 111 Glauber MC data for Au+C are
simulated and fitted to the multiplicity-distribution obtained with a
vertex-cut in the region around the Start-detector.

Figure 111: The uncorrected Nch
multiplicity-distribution determined by
the number of primary tracks, similar to
figure 107, with minimum-bias data and
the corresponding Glauber MC simula-
tion, but with an z-vertex cut around the
Start-detector position to exclude the tar-
get region.
(�) Target z-vertex > −60
(�) Glauber-fit µ = 0.174, k = 1.129
(�) Start-det. z-vertex < −70
(�) Glauber-fit AuC µ = 0.153, k = 0.706

In figure 112 the Glauber-fit to the total transverse kinetic energy Et

distribution is shown.

Figure 112: The uncorrected Et distribu-
tion with (�) minimum-bias, (�) central
PT3-trigger and the (�) Glauber-fit with
µ = 29.9 k = 36.6.
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Comparison of Glauber-fit to full MC simulation

As a proof-of-concept the multiplicity-distribution obtained from a full
MC with the UrQMD event-generator and HGeant detector simulation
was fitted in the same approach like data and is plotted in figure 113.

Figure 113: The uncorrected NprimaryTrack
multiplicity-distribution obtained with
(�) minimum-bias data with a full MC
with HGeant and UrQMD, and the
(�) Glauber-fit with µ = 0.194, k = 0.711.

The comparison between the initial impact-parameter distribution of the
UrQMD model and the one estimated with the Glauber-fit is shown in
figure 114, where the mean impact-parameter 〈b〉 is plotted as function
of the multiplicity-bin. An systematic shift by ≈ 0.5 fm of the mean
〈b〉 and an uncertainty of ≈ 10 in NprimaryTrack-bins between the two
distributions is visible.

Figure 114: The mean impact-parameter
〈b〉 as a function of NprimaryTrack with
(�) input from minimum-bias MC with
HGeant and UrQMD, and the (�) result-
ing impact-parameter obtained by the
Glauber-fit shown in fig. 113.
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Particle multiplicity and centrality dependence

To investigate the centrality dependence of the pion and proton mul-
tiplicities, the mean particle event multiplicity is shown for identi-
fied charged pions in figure 115 and for protons in figure 116. A
nearly linearly increasing function of the primary track multiplicity
is observed. The output from the full MC simulation with the event-

Figure 115: The mean pion event mul-
tiplicity as a function of NprimaryTrack
obtained with (�) full MC (UrQMD),
(�) minimum-bias data and additionally
with the (�) condition to measure more
than 3 identified protons.

generator UrQMD is plotted. Also here the mean pion multiplicity
is as expected scaling linearly with the primary track multiplicity, in
reasonable agreement with the simulation. In contrary to protons, all

Figure 116: The mean proton event multi-
plicity as a function of NprimaryTrack with
(�) full MC (UrQMD), (�) minimum-bias
data and additionally with the (�) con-
dition to measure at least one identified
pion.

charged pions are produced in the collision process, dependent on the
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available energy, which scales with centrality. To exclude events with a
low multiplicity of identified protons or pions this minimum condition
was applied as additional event selection method. The difference be-
tween the mean proton multiplicity in data and simulation is mainly
caused by the selection efficiency for the identified protons and the
proton yield in UrQMD, neglecting here the production of clusters.

Pions vs. Npart

The scaling of the pion-production with centrality was measured first
with the relativistic heavy-ion experiments at Bevalac [5, 11] and it

Figure 117: The uncorrected mean pion
multiplicity divided by the average num-
ber of participants 〈Npion〉/〈Npart〉 as a
function of 〈Npart〉 in 5% intervals central-
ity percentile estimated by primary tracks.
(�) π+ (�) π− (�) π± and (�) at mid-
rapidity measured π±.

Figure 118: The uncorrected mean pion
multiplicity divided by the average num-
ber of participants 〈Npion〉/〈Npart〉 as a
function of 〈Npart〉 in 5% intervals cen-
trality percentile estimated by Et. (�) π+

(�) π− (�) π± and (�) at mid-rapidity
measured π±.
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was suggested that the number of produced pions is scaling with the
number of participating nucleons Npart. In an review [10] of experi-
mental Au+Au data at collision energy of 1 AGeV at the SIS18 (TAPS,
KaOS, FOPI) a value of 0.086± 0.1 pions per participating nucleon was
determined. In figure 117 uncorrected mean event pion multiplicities

Figure 119: The uncorrected mean pion
multiplicity divided by the average num-
ber of participants 〈Npion〉/〈Npart〉 as
a function of 〈Npart〉 in 5% intervals
centrality percentile estimated (�) pri-
mary tracks (�) selected Tracks (�) Et and
(�) TOFRPC-hits (�) TOFRPC-hits with
timecuts.

per event and per number of participating nucleons is plotted against
〈Npart〉 in intervals of 5% centrality percentile, estimated by primary
tracks. The figure 118 shows the same, but versus the centrality estima-
tor ET . The systematic difference between the used centrality estimators
is shown in figure 119. To summarize, the ratio of the number of iden-
tified pions divided by the number of participating nucleons Npart,
estimated by the different methods, shows here a consistent flat central-
ity dependence. The next step is the analysis of the yield of produced
charge particle, in particular the corrected yield of the pion production,
in terms of the centrality dependence. Based on the outcome of this
systematic study of the different centrality estimators in comparison to
the Glauber-fit, adjustments and calibrations of the estimator were done
in preparation of the next data generation (gen8). Also new methods of
event selection were developed to account for pile-up events. To correct
the time dependent fluctuations of the track-based estimators, caused
by the changing efficiencies of the MDC-detectors, a method based on
the running mean of the used event multiplicity is implemented. The
goal is to further improve the response of the estimators in terms of
accuracy and resolution. Further on the systematic uncertainties in the
estimation of the centrality classes have to be evaluated for the next
data generation (gen8).
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