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Abstract

QCD matter is expected to exist in different phases, when heated to high temperatures and
getting highly compressed. Each phase could be characterized by distinct properties. A way to
access extreme phases of matter in the laboratory are heavy-ion collisions at (ultra-)relativistic
energies. During the collision, the temperature and density is evolving and reaches a maximum
temperature and density far beyond the ground state of matter. The matter properties depend
on the incident collision energy. Typically, a collision is separated into three collisions stages,
namely first chance collisions (I), hot and dense stage (II) and freeze-out stage (III). Out of
those, the second one is of major interest, since the extreme states of matter are generated
within. For this reason, the most prominent change of the hadrons is expected to appear there
in. Those changes are caused by i.e. modification of the hadronic spectral function.

However, to retrieve such information is complicated. Hadrons are strongly interacting par-
ticles and therefore, carry little information about the hot and dense stage. For that purpose,
decays of hadrons (low-mass vector mesons) to e™e™ pairs via a virtual photon, so-called di-
electrons, are an ideal probe. Electrons and positrons do not interact strongly and transport the
information about the hot and dense stage nearly undisturbed to the detector. Unfortunately, the
production of dielectrons is suppressed by a branching ratio of ~ 10~ and requires a precise
lepton identification. Nonetheless, previous experiments have extracted a dilepton signal and
observed in the low-mass range an excess over the hadronic cocktail. Latter one is expected
to be caused by thermal radiation induced by the medium. Up to now, experiments conducted
dilepton measurements with a focus on larger collision energies and large collision systems.
Measurements of dielectrons at collision energies of around 1 — 2A GeV were only conducted
for small and medium size collision systems. HADES continued the systematic studies by a
measurement of Au+Au collisions at 1.23 4 GeV.

The detection of dielectrons requires detectors that handle high data rates and specific de-
tectors for a high purity lepton identification. In HADES, the strongest separation of electrons
or positrons from the hadronic background is provided by a ring imaging Cherenkov detector
(RICH). Its electron identification is based on Cherenkov photons, that are emitted in ring like
patterns. In this work a new approach, using the time-of-flight information to preselect elec-
trons and the reconstructed particle trajectory to estimate ring positions, is utilized to improve
the lepton identification. The concept of the so-called backtracking algorithm will be explained
and applied to e™e™ identification in Au+Au collisions. The whole analysis chain comprises
single lepton identification, pair reconstruction and correction for efficiency and acceptance
losses. The final pair spectra will be presented in form of their invariant mass, p;, m; and helic-
ity distributions. Subsequently, transport model calculations as well as results from the recently
developed coarse-grained transport approach will be compared to the dielectron spectra. More-
over, the centrality dependence of the excess yield and true (not "blue-shifted") temperature
of the fireball will be presented. The results will be put in context to measurements of lighter

collisions systems and at higher energies.



Zusammenfassung

Es wird erwartet, dass QCD-Materie in verschiedenen Phasen exisitiert, welche durch eine Er-
hohung der Temperatur und des Drucks erzeugt werden konnen. Jede dieser Phasen zeich-
net sich dabei durch charakteristische Merkmale aus. Solche Materiezustiinde konnen durch
Schwerionenkollisionen bei (ultra-)relativistischen Energien erzeugt und auf diese Weise im
Labor untersucht werden. Die erzeugten Zustidnde beschreiben jedoch eine Entwicklung der
Temperatur und der Dichte, wobei die Maximalwerte die des Grundzustandes iibersteigen und
von der Kollisionsenergie abhéngig sind. Typischerweise ldsst sich eine Kollision in drei ver-
schiedene Phasen unterteilen. Dazu zihlen die ersten Kollisionen (I), die heif3e und dichte Phase
(II) und die Ausfrierphase (III). Davon ist die heifle und dichte Phase von besonderem Interesse,
da dort die extremsten Zustdnde erwartet werden. Daher werden hier auch die groten Verin-
derungen der Teilchenproduktion erwartet, welche durch eine Verdnderung der Spektralfunktion
hervorgerufen werden.

Eine Extraktion dieser Informationen ist jedoch kompliziert. Hadronen sind stark wechsel-
wirkende Teilchen und transportieren daher keine Information iiber die heile und dichte Kol-
lisionsphase. Deswegen werden Zerfille von Hadronen (Vektormesonen im niedrigen Massen-
bereich) mittels eines virtuellen Photons in e*e~ Paare, sogenannte Dielektronen, gewihlt.
Elektronen und Positronen wechselwirken nur elektromagnetisch und verlassen das Kollisions-
volumen nahezu unveridndert. Die Messung ist jedoch immer noch herausfordernd, da dieser
Zerfallskanal mit einem Verzweigungsverhiltnis von etwa 10~° unterdriickt ist. Nichtsdestotrotz
wurden Dileptonenmessungen von Experimenten durchgefiihrt. Verglichen mit den erwarteten
Beitriagen des hadronischen Cocktails wurde dabei ein Teilcheniiberschuss beobachtet. Dieser
Uberschuss wird den Beitriigen der heiBen und dichten Phase zugeordnet. Bisherige Messun-
gen fokussierten sich auf groB3e Kollisionssysteme und hohe Kollisionsenergien. Dielektronen-
messungen im Energiebereich von etwa 1 — 2A GeV wurden jedoch nur fiir leichte und mit-
telschwere Kollisionssysteme durchgefiihrt. Daher erweitert HADES die systematischen Unter-
suchungen mittels der Messung von Au+Au Kollisionen bei einer Energie von 1.23 A GeV.

Bei niedrigen Energien ist die Messung von Dielektronen nochmals erschwert, da sie unter-
halb der elementaren Produktionsschwelle produziert werden. Die Dielektronenmessung setzt
die Aufzeichnung hoher Datenraten und spezifische Detektoren zur Elektronenidentifikation
voraus. Die stirksten Identifikationsmoglichkeiten werden durch den Ring Imaging Cherenkov
(RICH) Detektor bereitgestellt. Die Elektronenidentifikation basiert auf den von der e™ /e~ Spur
emittierten Tscherenkow Photonen, die in Ringmustern detektiert werden. Zur Effizienzsteige-
rung wurde ein neues Backtrackingverfahren implementiert. Die Implementierung des Back-
trackingverfahrens wird prisentiert und zur Identifikation von e /e~ angewandt. Die komplette
Dielektronenanalyse umfasst die Identifikation einzelner Leptonen, Paarrekonstruktion und die
Korrektur der Verluste aufgrund von Effizienz- und Akzeptanzeinschrinkungen. Die rekon-
struierten Paarspektren der invarianten Masse, pr, mr und Helizitdt wird prasentiert. Danach

werden die Ergebnisse mit Rechnungen von Transportmodellen, aber auch von dem neu ent-



wickelten "coarse-grained" Transportmodell Ansatz verglichen. Des Weiteren wird eine zen-
tralitdtsabhéngige Extraktion des Teilcheniiberschusses und die Bestimmung einer echten (ohne
"Blauverschiebung") Temperatur des Feuerballs prisentiert. Die Ergebnisse werden zusammen

mit den Ergebnissen leichterer Systeme oder hoherer Energie verglichen.
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Chapter 1
Introduction

In the last century, a lot of effort has been made to understand the fundamental structure of
matter. This is very challenging due to the small extension of its building blocks (e.g., atom
size =~ 1071%n, proton size ~ 10~1°m, quark size < 10~%m). In order to gain insights, scatter-
ings or collisions of elementary particles with each other are necessary. Such experiments were
conducted by Rutherford at the beginning of the 20th century and demonstrated that the atom
has a structure, namely a heavy and positively charged core (nucleus) surrounded by electrons.
Further experiments using particle accelerators, revealed protons and neutrons (nucleons) as
constituents of a nucleus. In the year 1964, substructures, so-called quarks, were postulated by
Murray Gell-Mann [1]. After the first experimental evidences of the quark existence [2], the
standard model containing six different types of quarks and six different types of leptons was
proposed in the mid-70s. In addition, five force carriers, so-called bosons, are included in the
standard model.

Advances in technology, made the acceleration of heavy ions possible and opened a new
research field, in which extreme states of strongly interacting matter at high temperatures and
densities could be created and investigated. The first experiments were conducted at the Beva-
tron in Berkeley with beam energies of 1-2A GeV. Higher acceleration energies were achieved
with the AGS' at BNL? and SPS? at CERN*. Even higher beam energies are reached with
RHIC® at BNL and with the LHC® at CERN. At the LHC, beam energies reach 5.76 TeV for
heavy-ion collisions and thus the highest collision energies achieved so far. Due to the increase
in energy, matter at higher temperatures is generated, similar to the temperature during the early
stages of the universe. At such high temperatures, hadrons do not exist anymore, quarks and
gluons are liberated and result in a state of matter called QGP’ [3]. Besides the trend towards

! Alternating Gradient Synchrotron
2Brookhaven National Laboratory

3Super Proton Synchrotron

“European Organization for Nuclear Research
SRelativistic Heavy Ion Collider

Large Hadron Collider

"Quark gluon plasma



CHAPTER 1. INTRODUCTION

higher beam energies to explore the QGP, experiments at smaller energies are operated as well.
In this energy regime, the interest is on investigation of the physics of baryon-rich matter. One
of such experiments is the High Acceptance DiElectron Spectrometer (HADES) located at the
SIS18® which provides collision energies of up to 1.254 GeV for heavy ions (Au). According
to transport model calculations, densities up to three times of the normal nuclear density are
generated during those collisions [4]. Matter under such high densities is predicted to exist in
the core of neutron stars or neutron star mergers [5].

One of the observables to directly access the information of the extreme states of matter
is electromagnetic probes, i.e. real and virtual photons (dileptons, dielectrons). As motivation
to study heavy-ion collisions, an introduction to the fundamental forces and building blocks of
matter is presented in section 1.1. Subsequently, the advantages of accessing matter properties
with dileptons will be discussed in section 1.2. In addition, a historical overview of dilepton
results in heavy-ion collisions will be shown (see section 1.3). An emphasis of matter charac-
teristics at high densities, that is created in case of heavy-ion collisions at low beam energies,

will be presented and discussed as the main part of this thesis based on HADES results.

1.1 Fundamental structure of QCD matter

1.1.1 Characteristics of the strong interaction

— 0.25 ; ; : The strong interaction [7] has the largest
&) —@— CMS Ry, rati ——
] - CMSﬂapr:,_lo o EEEFFf A strength of the four fundamental forces.
0.20 —— OuS il Je = A This force is responsible for binding
—— -jet mass ——
—o—

Tevatron of quarks to nucleons and nuclei. Its

0151 corresponding quantum field theory is
010 QCD’ [8]. A major difference of the
' oors e strong force to the characteristics of the
as(Mz) = 0.1171+50050 (3-jet mass)
0.05 | M= as(Mz) = 0.1185 £ 0.0006 (World average) 1 well understood electromagnetic interac-
10 100 1000 tion is its color charge [9]. In QCD, glu-
Q [GeV]

ons are the force carrier of the strong in-
Figure 1.1: Measurements of the QCD coupling constant

teraction. In contrast to the photon, the
as(Q) compared to the world average. [6]

gluon also carries the color charge and
can interact with each other. The QCD Lagrangian [10] density is used to describe the quark
and gluon interaction:

o (g 1 v a
L= Z%(Wﬁ“ — oY A Ga — my)y — 1 o s (1.1)
f

8Schwerionensynchrotron
?Quantum Cromo Dynamics



1.1. FUNDAMENTAL STRUCTURE OF QCD MATTER

where 1)y, are quark-field spinors, v* the Dirac y-matrices, G, matrices that are generators of
the SU(3) group, A% the gluon fields, «; the QCD coupling constant, Flf‘y the field tensor and
my the mass of quarks for a given quark flavor f.

The coupling constant is a fundamental property of each theory. As shown in Fig. 1.1, the
QCD coupling constant () is not constant. This fact determines the special characteristics of
the strong interaction. One of them is the confinement [11] of the strong charge. In that case, the
required color neutrality forbids the appearance of a single quark. This results in an increasing
force strength for larger interaction distances (see Fig. 1.1). A second phenomenon is the weaker
interaction strength for short distances, wherefore the particle moves freely. This phenomenon
is called asymptotic freedom [12].

Due to the attractive force, bound states are created. Baryons consist of three quarks car-
rying different colors that add up to a color neutral object. Another typical state is a meson
consisting of a quark and anti-quark pair with color and anti-color respectively. A comparison
of the masses of bound states to the sum of constituent masses shows a factor of ~100 differ-
ence, €.g. Myoron =938 MeV/c? (uud) # 2 x 2 MeV/c? (u) + 5 MeV/c? (d). As a consequence,
additional sources have to contribute to the mass generation of hadrons. It has been discovered,
that in addition to the valence quarks hadrons also consist of so-called sea quarks. These are
pairs of a quark and an anti-quark that are created for short time scales. Also the QCD vacuum
is not empty, but filled with quark and anti-quark pairs, so-called condensates. The expecta-
tion value of < gg > is unequal to zero. An inclusion of the additional quark pairs and their
dynamics for description of the hadron and mesons masses improves model calculation results
that fit to the observed hadron masses [13]. The description and also prediction of bounds states
proofs QCD as a successful theory for description of the interaction strength. However, many
body interactions are more complex and therefore difficult to describe analytically with QCD.
A way to overcome these limitations, is lattice QCD [14]. It is a theoretical approach that ap-
proximates QCD by division in small space time cells and solves the QCD equations for each
point separately, which is computationally expensive. Those calculations are applied to estimate
bound hadronic states and explore changes of matter properties as a function of temperature and
density [13; 15; 16].

1.1.2 Chiral symmetry of QCD

Symmetries, in particular, chiral symmetry has an important role in description of QCD. Chi-
ral symmetry is an approximate symmetry of the QCD Lagrangian for m, = 0. In that case,
chiral partners, (e.g, -0, p — a; or p — N(1535)), are expected to have the same mass. In the
vacuum, chiral symmetry is spontaneously broken [17; 18], by that, one means that while the
Hamiltonian possesses the symmetry its ground state does not. This state is known as Nambu
Goldstone mode [19; 20]. As a consequence of chiral symmetry breaking, the masses of chiral
partners are split (see Fig. 1.2). Moreover, the Goldstone theorem [20] states that three massless

Nambu Goldstone bosons exist in case a symmetry is spontaneously broken. This is approxi-

3



CHAPTER 1. INTRODUCTION

mately fulfilled by the 7, K and 1 mesons which are significantly lighter than all other mesons.
The symmetry breaking itself is induced by non zero two-quark condensate < gqg > in the QCD
vacuum state. A connection between the pion decay constant and/or the pion mass and the quark

condensate is given by the Gell-Mann-Oakes-Renner relation [21]:
m2f2 = —my < qq >, (1.2)

where m? is the mass of the pion, f2 the pion decay constant and m, the quark masses for
different flavors q. The relation between f?2 and the difference between vector and axial vector

spectral functions is given by the Weinberg sum rules [22]:

= —/ﬁ([mﬂv — Imlly), (1.3)

s

where I'mll is the imaginary part of the current-current correlator of a vector (V) or a axial-
vector (A), the so-called spectral functions. In conclusion, the strength of symmetry breaking
depends on the strength of the quark condensate. The condensate, which is the order parameter
for chiral symmetry breaking, can not be directly measured. However, measurements of the
spectral functions provide information of the chiral symmetry breaking or its restoration at high
temperatures and/or densities.

For example, a measurement of the vacuum p and a; spectral function (see Fig. 1.2) shows

a clear splitting of the two chiral partners due to chiral symmetry breaking.

008 T T T I T T I T T T T

— i ; « V[t—=>2nmv ] ]
b a - A[T—>(2nt1)mv] 1
T 0.06 ‘ T -

= - ¢ p(770) + cont. .
< I al(1260) + cont. ]
E 004F | ] |
H<. : » dr :
:> L .—”mmmmﬂ“m y E
— 0020 Tt *++++++++++++M ]
o F g 7 ,AT¢”¢*¢J- Co LT b
i "a" —In""-'*ﬂ'“mm | | | | | | | | | | \*—-_

% 1 , 2 3
s [GeV ]

Figure 1.2: Measurement of the vector and axial vector spectral functions from 7 decays [23] fitted
by p and a; spectral functions. The perturbative continua are included in the fit [24].
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1.1.3 Exploration of the QCD matter at extreme conditions

In the previous chapter, the concept of chiral sym- . i . I .

cannot be
reached —
by present
analysis

T () /

widening/uncertainty
due to higher order terms

metry breaking, induced by the two-quark conden-

(&)
o

sate, was introduced. A search for chiral symmetry
restoration requires the investigation of the quark
condensate strength with varying matter proper-

ties. Those properties are the temperature (7)) and

n
o
[

l

Temperature (MeV)
o
o

baryon chemical potential (1, that is a measure

for the symmetry between matter and antimatter).

Due to the interplay of QCD features, new states 200 400
Baryonic chemical potential (MeV)

of matter, where chiral symmetry is expected to be

partially of fully restored, are predicted for a vari- Figure 1.3: Phase transition at low 15 esti-

ation of temperature and density. mated with lattice QCD by analytical continu-
An expectation of matter properties could be ation of the imaginary chemical potential [25].
The phase transition is indicated by the black

line and obtained by the chiral condensate. Its
phase transition between two different phases [16]  width is indicated by the blue band.

set by lattice QCD calculations. It forecasts a

(see Fig. 1.3) with a rapid crossover at a temper-

ature of 7' ~ 154 — 156 MeV [26; 27]. Fig. 1.4 indicates, that at 7. hadrons do still exist,
while the condensate has nearly vanished. This allows to use hadrons in order to investigate the
two-quark condensate. Furthermore, when increasing the baryon chemical potential, a critical
point connecting the crossover with a phase transition, is expected by lattice QCD [28; 29].
However, lattice QCD is not able to predict a precise position of the critical endpoint, since
the calculations are limited to vanishing baryon chemical potential. Nevertheless, it is stated
that the critical endpoint is assumed to be characterized by increased fluctuations of conserved
quantum numbers (e.g., baryon, strangeness, charge) [30]. Measuring these fluctuations is an
experimental approach to search for the critical endpoint.

A picture of the phase diagram of matter is shown in Fig. 1.5. At temperatures above the crit-
ical point, large momentum transfers during the interaction are dominant [31]. Consequently,
asymptotic freedom is the dominant QCD characteristic and leads to a deconfined state of mat-
ter, in which the chiral symmetry is assumed to be restored [18]. When decreasing the temper-
ature and increasing the baryon chemical potential, another phase transition, between confined
and quarkyonic matter [32], is expected. An increase of the density leads, similar to an increase
of temperature, to asymptotic freedom. Based on theoretical calculations, this phase is still con-
fined with a much larger number of degrees of freedom than in hadronic matter [33]. The chiral
symmetry is yet fully or partially restored [34]. A possible realization of this phase are hadronic
states squeezed together, that could merge to larger bound objects.

The ground state of matter is located at 7" = 0 and the normal nuclear density g = 938 MeV
[18]. As a consequence of the large interaction distances, confinement is dominant in the low
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Figure 1.4: Renormalized Polyakov loop (left) and subtracted chiral condensate (right) as a function
of T estimated with lattice QCD [26].

temperature regime, for which reason color-neutral hadrons are formed [ 18]. At higher densities
but still small temperatures, additional exotic states of matter are predicted [18].

The above described phases in the QCD phase diagram are accessible in the laboratory in
heavy-ion collisions (HIC) at (ultra-)relativistic energies. Colliding nuclei generate transient hot
and dense phases. The collision is dynamically evolving, resulting in a variation of density and
temperature (see Fig. 1.6). According to microscopic model calculations one could reach up to
8 times of normal nuclear matter density (py) when going to beam energies > 204 GeV, and
up to 3pp at energies of =~ 1 A GeV with substantial duration of the dense phase. A process of
a heavy-ion collision at energies of a few GeV per nucleon in general could be separated into
three collisions stages:

* First chance collisions: The first interaction of nucleons is representing this stage. Hard
processes of nucleon nucleon interactions with a high energy transfer are characteristic

for this stage.

* Hot and dense stage: The highest temperatures and densities are reached at this colli-
sion stage. In case new phases of matter are created, they are expected to be originated
within this stage often called hot and dense fireball. Due to expansion, the temperature

and density of the system decrease with time.

* Freeze-out stage: This stage begins when inelastic scatterings stop, hadrons are formed
and furthermore any interactions among them stop. In more detail, this stage can be sep-
arated in a chemical freeze-out, where inelastic scatterings stop, and a kinetic one at the

point when elastic collisions terminate.
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Figure 1.5: Strength of the two-quark condensate < ggq > as a function of baryon chemical potential
and temperature. Towards higher densities or temperatures matter becomes deconfined. Lattice QCD
also predicts a critical point, but is due to limitations not able to predict a precise position. Every data
point is estimated with the thermal model. The data points fit on an universal freeze-out curve from
SIS energies in the energy range of 1A GeV up to LHC energies in the low TeV/u range. (LQCD:
[35], Condensate: [36], data: [33; 37; 38; 39])

A specific particle species is mostly produced at a specific collision stage and can be used to
probe the latter. In general, the high temperature region at low net-baryon densities is acces-
sible in high collision energies around 1 TeV. The high momenta of beam particles result in a
large fireball temperature and similar production rates of matter and anti-matter particles. Con-
sequently, the baryon chemical potential is small. By decreasing the collision energy (ranging
from, 200 GeV down to 2 GeV), the temperature is reduced while the baryon chemical potential
increases due to the reduced production of anti-particles.

The properties of matter can be obtained by measurements of particles and utilization of the
thermal model [33; 38; 40]. This simple model is based on the expectation of statistical particle
production. Therefore, a partition function of a grand canonical ensemble is applied. In addition,
the modification of the number of produced particles due to decays has to be considered. A fit
of the model to the measured particle yields returns a temperature, baryon chemical potential

and volume at the freeze-out stage [33; 38]. Instead of particle yields, ratios are used to cancel
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1.2 Medium modifications of hadrons and the role of electro-

magnetic probes

It has been shown, that chiral symmetry is spontaneously broken in the vacuum due to presence
of the quark condensate. It might be restored when the temperature and density are high enough.
A proof of chiral symmetry restoration requires the reconstruction of vector and axial-vector
behavior in hot and dense matter. A probe to search for chiral symmetry restoration has to fulfill
the following properties:

* Created inside the hot and dense collision stage.

* The probe is not modified by further evolution of the collision system and strong interac-

tions.

* The measured particles can be distinguished from background sources of different phases.

In the beginning of this section, the expected modifications of particle production mechanisms
in matter are presented. Afterwards, the advantages of electromagnetic probes are discussed.
Subsequently, the challenges of their reconstruction are explained. Finally, models to describe

the dilepton production in heavy-ions collisions are discussed.
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1.2.1 Medium modifications of hadrons in QCD matter

Besides the confined phase of matter, new deconfined phases are expected at high temperatures
or high densities (see section 1.1.3) when the quark condensate is reduced. Since latter one is
an order parameter for chiral symmetry [18], the symmetry is expected to be restored when the
condensate vanishes. The symmetry restoration will be revealed in modifications of the spectral
functions. Expectations on the relation between the medium modifications and the condensate
are provided by theoretical models [42].

The theoretical approach which relates the order parameters of the chiral symmetry to the
vector and axial-vector spectral functions of mesons is the Weinberg Sum Rules and predicts
degeneracy of chiral partners [18]. Figure 1.7 compares the spectral functions of p and a; for
different temperatures, that are expected to degenerate when the temperature is high enough.
However, the sum rules only constrain specific integrals over the difference of spectral func-
tions, but not physical observables (e.g. mass distributions). Latter constraints, can only be ex-
tracted from hadronic models [43]. Different hadronic models use various approximations of the
hadronic model Lagrangian and require constraints on input parameters in vacuum for different
energies (e.g. decay widths) [43]. Two different scenarios, namely a broadening or dropping of
the spectral function, are predicted by models. The broadening of the spectral function has been
proven by experimental results [44] by investigating the p mass distribution in hot and dense
matter [44].

Vacuum T=100 MeV T=120 MeV T=140 MeV T=160 MeV

ect /ector —_—

Prias)s

Ty
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Figure 1.7: Modification of vector and axial-vector spectral function for different temperatures. The
shapes are presented for non-linear realization (upper) and linear realization (lower). [42]
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Figure 1.8: Modification of the p meson spectral
function in hot and dense hadronic matter. The spec-
tral functions are plotted for a constant 3-momentum
(gq= 0.3 GeV) and averaged over the spin. All func-
tions are presented for a constant baryon chemical
potential of yup = 0.408 GeV and show a melting
of the spectral function for increased temperatures

and densities. [43]

The broadening is explained by interactions p
with the hadrons (mesons and baryons)in the
medium that are investigated in [43; 45; 46].
Couplings of the p meson to resonance-hole
excitations modify its spectral function (see
Fig. 1.9). Moreover, it is additionally mod-
ified due to the direct coupling of p to the
baryons and mesons (see Fig. 1.9) [47]. The
additional interactions result in a modifica-
tion of the p mass distribution by increasing
the yield towards lower masses (see Fig. 1.8).
This effect is accompanied by a slight up-shift
of the pole mass [48; 49]. A comparison of
both effects has shown, that the modification
due to hot pion gas is smaller than due to in-
teractions with resonances [47; 50].

Even more information of chiral system

restoration, can be obtained by measurements

of both chiral partners. The search for degeneration of e.g. the p and a; spectral function could

directly proof chiral symmetry restoration.

Vacuum Medium
T 77,'\ N*
~7 -~
P \ P P \ p
7 @ N-l

Figure 1.9: Typical interactions of the p meson in vacuum and inside the medium are shown. Addi-
tional resonance hole excitations of baryonic resonances modify the p meson in the medium.

1.2.2 Dileptons as a tool to study medium modifications of hadrons

Dileptons and photons are electromagnetic probes. They only couple to other particles via elec-

tromagnetic interaction which is described by QED. Due to the small coupling, the mean free

path of a lepton inside heavy-ion collisions, is larger than the typical system size of the collision

itself. Therefore, they are an ideal probe to the study the medium modifications of hadrons in

QCD matter, which were discussed in the previous section.

In general, one distinguishes real and virtual photons. Real photons do not have a mass and

therefore can’t decay. Virtual photons can decay, but their existence is restricted by the Heisen-

berg uncertainty relation, which limits their appearance to short times (=~ 10723 s). A unique

10
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feature of virtual photons is their direct decay to a lepton pair, since the process is not forbid-
den by momentum conservation. Such photons decaying into two leptons are called dileptons
(dielectrons).

In more detail, the virtual photons themselves are categorized in so-called space-like and
time-like photons. While space-like photons mostly transfer momentum, time-like photons mostly
transfer energy during the interaction. This allows to probe the interaction in two different re-
gions of momentum transfer. The momentum transferred by the virtual photon (¢) is given by
[51]:

= (AE)* = (Ap)?, (1.4)
where AF is the energy and Ap the momentum change of a lepton. The emission of dileptons
is described by:

lel 012 L(M)
dizdtq | @ D) Imllpy (M, ¢; s, T), (1.5)

where « is the electromagnetic coupling constant, L(M) a phase space factor of dilepton pro-
duction that includes the lepton masses, f B the Jiittner function and 1z, is the EM current-
current correlator. The imaginary part of Ilg,; is the photon self-energy and called spectral

function. It describes the dielectron emission rates which result from QED interactions.
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Figure 1.10: Measurement of e™ e~ annihilation, where a ratio (R) of decay particles is estimated as
R:”ii”:. Especially the low-mass region deviates from the hadronic continuum and displays peak
structures belonging to the vector mesons.[52]
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Particle | Mass [MeV/c?] | Branching ratio: e*e~ | Lifetime [fm/c] | Model prediction [%]
p 775 4.72-1075 1.32 75
w 783 7.28-1075 234 8
10} 1019 2.95-1074 46.2 17

Table 1.1: Summary of vector meson properties [53] that indicate differences between the lifetimes
of them. The model prediction value is the fraction of the specific vector meson compared to all
vector mesons and is predicted by the quark model.

The simplest QED interactions, which are suppressed by 1/« are called point-like interactions.
Deviations from point-like interactions are described by a form factor. Latter one can be directly
measured by eTe™ annihilation for the vacuum case (see Fig. 1.10). In the low-mass region the

photon self-energy is saturated by vector mesons:
1 2
ImIlgy ~ [ImD, + §Ime + §ImD¢] (1.6)

giving rise to the vector meson dominance. Out of the light vector mesons, p is, according to the
Gell-Mann and Zweig quark model [1], the most frequent vector meson (see table 1.1). A de-

scription of vector meson contribution in the low-mass region'’

is given by the vector meson
dominance model (VDM) model [7]. It states that virtual photons can acquire a hadronic char-
acter. Vector mesons are the only suited hadron candidates, since only their quantum numbers
(JF = 17) are equal to the ones of a photon. As a result, in the low-mass region the spectral
function in the vacuum is dominated by vector mesons.
The yield in the low-mass region is expected to be strongly modified for different medium
properties, since additional processes contribute to the photon self-energy (see Fig. 1.9):
Dy(M.q.115.T) = : (1.7

M2 _m% — Yprr — 2pB — EpM.

In this way, medium properties of matter can be directly probed with dileptons. Since p has
the shortest life-time of all light vector mesons, it decays most likely inside the fireball. As a
consequence, it is the best probe to investigate medium modifications present in the hot and

dense collision phase of heavy-ion collisions.

1.2.3 Challenges and strategies of dilepton measurements at SIS18 ener-
gies

Medium modifications of mesons in matter can be accessed via their electromagnetic decays.
The Feynman diagram in Fig. 1.11 sketches main vector meson production processes at SIS18
energies. A significant feature of dileptons is their small production and decay probability,
which makes their measurement very challenging. The branching ratio is caused by their pro-

M, < 1.1GeV/c?

12
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Figure 1.11: Left: Feynman diagram showing the simple resonance decays that are dominating
at low collision energies. Right: Modification of the resonance decays based on the vector meson
dominance model.

duction mechanism, where two electromagnetic reaction vertices contribute. Hence, as already
mentioned dilepton production is suppressed by a factor of 1/a?, which corresponds to a
branching ratio of BR~ 107°. In case of small collision energies (e.g. SIS18), dilepton pro-
duction is suppressed further due to their production below the free nucleon-nucleon (NN) pro-

duction threshold. The particle production threshold energy Fy;, is evaluated by
Eyp > 2m,, +m,, (1.8)

where m,, is the proton mass of the colliding nucleons and m, the mass of the created particle.
All the energy, not required for fulfilling the momentum conservation, is available for particle
production.

The produced particles are measured in the detector. Since the lifetime of the vector mesons
is too short, only their decay products, namely e and e~ are measured. For the reconstruction
of their mother particle properties, the invariant mass of a eTe™ is evaluated by the sum of

4-momentum vectors:
M? = (piy +pi-)* = (Biy + B2)* — (i +0i0)°, (1.9)

M? = E}, + E}. +2E B —pr> — pi”® = 2pi - pic, (1.10)

where p are the three momentum vectors of the leptons in natural units and E the energy of each
lepton. In case momenta are large compared to the particle mass, the energy £; = (p)? + (mqg)?
is only determined by its momentum. Therefore, the energy term simplifies to F; = (pc)? and

the invariant mass is simplified to the following expression:

M? = 2B, E, — 2pi', - pii-, (1.11)
. 0
M = 232n§w/p1+pl,, (1.12)

13
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where the invariant mass only depends on the input momentum of the decay particles p; and
their opening angle . Further characterization of the mother particle is given by the isolation of

the transverse momentum pr -

pr = \/ (Prra + Pia)® + (Pray + Pray)?, (1.13)

which is defined by the lepton momenta p; in the plane perpendicular to the beam direction z.
The longitudinal direction is described by the rapidity y, which is defined by the momentum p

and momentum in beam direction p.:

y = lln (pl—l- +pl—) + (pl+z +pl—z)
2 (p++p) — (D +pi—2)

. (1.14)

All three observables allow the differential analysis of medium effects that could appear more
pronounced in specific regions. However, the most important observable is the invariant mass
spectrum since it provides a separation of the different lepton pair sources. A simulated dilepton
spectrum is presented for Au+Au collisions at a beam energy of 254 GeV (see Fig. 1.12) . This
spectrum consists of overlapping contributions from different sources. Their intensity varies
with beam energy, due to the variation of available energy for particle production. Typically, the
mass spectrum is grouped into three different mass regions that are governed by peak structures
of ¢ and J/4:

» Low-mass region (LMR): M, < 1.1 GeV/c?
+ Intermediate-mass region (IMR): 1.1 GeV/c? < M, < 2.7 GeV/c?
 High-mass region: M,, > 2.7 GeV/c>.

Each specific mass region is populated by various particle sources which appear as continuous
distributions or peak structures. For example, the high mass region contains continuous sources
(e.g., Drell-Yan) as well as peaks (e.g., J/1). In the intermediate mass region, correlated pairs
from semi-leptonic decays of D mesons (cc) are dominant. A smaller fraction is expected to be
resulting from thermal radiation of the QGP. Its yield determination requires a precise knowl-
edge of the dominant e*e™ background from correlated D meson decays. Once the physical
background is estimated and subtracted, the slope of the continuous distribution can be utilized
to also determine a temperature of the radiation source [54].

Vector mesons contribute to the low-mass region of the spectrum and are related to chiral
symmetry restoration. Additionally, e™e™ from decays of 7°, 7 and w, i.e. freeze-out sources,
need to be considered. Unfortunately, Dalitz decays (e.g., mostly 7° and 7) form a background
that complicates the determination the p yield. A way to estimate their yield is the measurement
of these particle yields in other production channels. Once the p yield is isolated in the low-mass

region, one could use it to estimate the lifetime of the radiating source.

14
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Figure 1.12: Results from theoretical model calculations [4] of a dilepton spectrum of Au+Au col-
lisions at a beam energy of 25A GeV. Various sources contribute to the final spectrum yield. This
includes continuum sources (i.e. open charm), Dalitz decays of 7° or peak structures from dileptonic
decays of vector mesons. The sum of medium radiation comprises QGP radiation (gg — [*17), in-
medium radiation (p,w — [717) and 47 annihilation (wa; — [T17).

1.2.4 Models of heavy-ion collisions

It has be shown that the dilepton spectrum contains many overlapping sources. Those can be
disentangled experimentally but also with models of heavy-ion collisions. Moreover, different
medium effects can also be modeled. In general, the models help to connect measured observ-
ables to the properties of matter, which can not be accessed directly. A simple approach, using
a statistical model, was already presented in section 1.1.3. It is applicable to determine the tem-
perature and density pp over a large range of collision energies. However, it only describes the
final state, requires thermal equilibrium and does not include any system evolution dynamics.
Since a heavy-ion collision evolves rapidly, changes in the temperature and density are drastic.
Therefore, a precise collision model requires a dynamical description. Several approaches for
description of heavy-ion collisions and their dynamics, including their advantages and limita-
tions, are presented with a focus on the SIS18 energy regime.

The most common approach is a microscopic transport model, that is based on the motion
of microscopic particles. In general, transport models are based on the Boltzmann equation.
Specific models use simplified versions of it. In addition, quantum mechanical effects are in-
troduced by replacing the particles with a Gaussian wave package. Transport models have the

advantage, that they cover the full space-time evolution of a collision.
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As process for particle production, the model contains inelastic scattering, resonance decays and
string fragmentation. At lower collision energies only resonance decays are applied for particle
production, while the string fragmentation is only applied at higher collision energies. This
process is included by additional models like PYTHIA [55]. Moreover, the particle production
requires cross sections as input, that are varying as a function of temperature and density. This

is challenging, since some of those measurements are missing or have large uncertainties.

Figure 1.13: Schematic evolution of a heavy-ion collision [56]. Transport models are able to de-
scribe the full evolution besides the initial state conditions.

Several transport models for heavy-ion collisions are Ultra relativistic Quantum Molecular Dy-
namics (UrQMD) [57; 58], Relativistic Quantum Molecular Dynamics (RQMD) [59], Giessen
Boltzmann-Uehling-Uhlenbeck (GiBUU) [60] and Hadron-String-Dynamics (HSD) [56]. Fur-
thermore, a new model, Simulating Many Accelerated Strongly-interacting Hadrons (SMASH),
with focus on SIS100 energies is being developed [61]. The generation of dileptons is treated
with special approaches, that vary within the different models. In GiBUU, baryonic resonances
are of major importance for description of the particle yields. The sum of all included A and N*
resonances contribute to the dielectron spectrum via their R — e™e™ N decay. This approach is
based on the assumption, that a lot of nulceons are excited to higher lying baryonic resonances.
Those decay and regenerate in the course of a heavy-ion collisions. They add the extra yield to
the dilepton spectrum. In SMASH, the Boltzmann equation for a hadron resonance gas is solved
[62]. Its main sources for dilepton production are decays of excited hadronic states. Moreover,
the decay-widths parametrization of Manley et al. [63] are applied. A similar approach, re-
lying on a strong dilepton contribution from baryonic resonances, is used in HSD. However,
only A(1232) is implemented, since it is assumed as the major contribution at SIS18 beam
energies. Additionally, collisional broadening'! and a mass shift are implemented to simulate
in-medium effects. UrQMD uses a different approach, assuming that a particle is able to emit
virtual photons over their whole lifetime. Finally, the dilepton yield is estimated by integration

of the emission rate over time. Only the vacuum spectral functions are considered.

"' This effect has been observed for spectral lines as well. In the analysis difference in the emission pattern was
observed due to the collision of atoms during the emission process [64].

16



1.3. EXPERIMENTAL RESULTS ON DILEPTON PRODUCTION

More detailed results are presented with the help of the coarse-grained approach [4; 65]. It is
motivated by the problem, that an application of the thermal dilepton rates in the medium [54]
requires equilibrium. However, due to smaller collision energies, an equilibrium is not guaran-
teed over a major part of the collision volume. Therefore, the evolution of UrQMD collisions
is divided in small space cells (= 1 x 1 x 1 fm®) and time steps. A large number of collisions
is averaged and used to estimate the temperature and density of each cell. Furthermore, it is
checked whether a specific cell is in thermal equilibrium. In case an equilibrium is fulfilled, the
thermal rates, are applied accordingly to the temperature and density of the specific cell.

1.3 Experimental results on dilepton production

Dilepton measurements are proposed to probe the hot and dense phase of a heavy-ion collision
directly. An experimental challenge is the small decay branching ratio of vector mesons to
dileptons. It requires high rate detectors to collect a sufficient number of events. Moreover, the
identification of a specific medium modification scenario requires a good mass resolution in the
vector meson region. More detailed results can be provided, if a major fraction of the produced
particles in the relevant momentum region is detected. As a consequence, a detector has to
have a large geometrical coverage to reduce the uncertainties due to acceptance corrections and
extrapolation to the full phase space. The measurements of heavy-ion collisions are compared
to elementary (pp, np, pA) collision systems as reference. For this reason, various collision

systems are measured:
* Elementary collisions: p+p, d+p, 7+p,
e "Cold" nuclear matter experiments: p+A, d+A, m+A, 7+A,
* Heavy-ion collisions: A+A.

The simplest, with respect to event reconstruction, are collisions of 7 and nucleon, since only
a small number of particles is created. Consequently, they are easy to measure. Proton/pion-
nucleus collisions include additional effects due to many body interactions inside the nucleus.
The temperature is larger than for normal nuclear matter, while the density is at p,. Hot and
dense matter is created in heavy-ion collisions. A large temperature and density is created within
the collision volume leading to creation of new phases of matter.

Besides the variation of the system size, medium modifications are expected to vary as a
function of collision energy. At higher collisions energies, a medium with much higher tem-
perature is created. The center of mass energy +/s (see section 1.2.2), describing the available
energy for particle production, depends on the accelerator type. The available energy for a fixed
target experiment, where an accelerated beam collides with a stationary target is described by:

Fized target : /s = \/m12 + mo? + 2Elmy ~ \/2E{“bm2, (1.15)
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Figure 1.14: Experiments that focus on measurements of dilepton production. They are sorted by

time of operation and energy regime depending on the accelerator. The energy regime is indicated
by the values in brackets.

where m; and ms are the masses of the particles at rest and £, the energy in the lab frame
of the incident particle. It is simplified for high energies (E'%® >> m;ms,). The expression for

the center-of-mass energy differs for particle colliders, in which case two accelerated beams are
collided:

Collider : /s = \/ my2 4 m3 + 2( Bl Elab 4 pilabplaby ~ g plab, (1.16)

where p is the 3-momentum of a particle from the corresponding beam. The expression simpli-
fies if the masses are small and the energies are identical. A comparison of both /s formulas
indicates that the collider achieves higher energies than the fixed target experiment at the same
incident beam energies. In case of fixed target experiments, a part of the energy goes to mo-
mentum conservation. An advantage of fixed target experiments is that the target has a higher
density than a particle beam. Therefore, these experiments are superior in terms of reaction
rates.

Due to an increase of the energy of particle accelerators, experiments focus on measure-
ments at the highest available energies (see Fig. 1.14). In this energy regime, higher energy
densities are produced. Moreover, also more energetic particles are produced and require effi-
cient detectors to detect particles over a broad momentum range. A history of dilepton measure-
ments towards larger center of mass energies is given in section 1.3.1.

Another emphasis is put on the exploration of the high baryon chemical potential region of
the phase diagram by investigation of lower collision energies. As discussed previously, dilepton

production is expected to be modified in baryon rich but low temperature systems and therefore
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also of interest. Advances in the accelerator and detector technology improve with time. As a
result, the data collection rate improves and allows a multi-differential analysis to characterize
measured effects more precisely. The emphasis in baryon rich matter measurements will be
discussed in 1.3.2 which is the focus of HADES.

1.3.1 The history of dilepton measurements in heavy-ion collisions

First dielectron observations at DLS

First measurements of dielectrons in heavy-ion collisions were obtained by the DLS collab-
oration at the BEVALAC accelerator in the energy regime of around 1A GeV. Two different
campaigns were conducted, whereof the second one has been done after detector upgrades.
After realization of the detector upgrades, p+p and p+d reactions were measured at different en-
ergies [66]. Furthermore, Ca+Ca, C+C, He+Ca and d+Ca collisions were measured with DLS
[67]. The measurements reveal a significant feature in Ca+Ca collisions. While the mass region
below 0.15 GeV/c? is in agreement with theoretical predictions, the one above 0.15 GeV/c?
indicates an enhancement compared to the hadronic cocktail (see Fig. 1.15). This enhancement
could not be described by theoretical models [68; 69; 70]'%.

e
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Figure 1.15: DLS measurements compared to simulated yield estimated by the BUU model (dotted
lines) and to the 7" and 7 contributions as estimated from the TAPS measurement and isotropic
model (histograms). The shapes of 7 and 7 are used to fit with data and the estimated the yield is
shown by the solid line, which is in agreement up to 0.4 GeV /c? in all measured systems [67].

12Gee section 1.3.2 for further discussion.
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Extension of measurements at high densities

HADES conducts measurements at the same energy as DLS. Advances in technology allow data
taking at much higher interaction rates, which reduces statistical and systematic errors. In the
heaviest collision system Au+Au, reaction rates of about 8 kHz were measured in 2012. The
maximum rate is even higher for smaller system sizes. The high acceptance allows to access
leptons over a wide range in rapidity and transverse momentum. Various systems and energies
were measured in addition and will be discussed in more detail in section 1.3.2.

Measurements at SPS energies with CERES

Dielectron measurements in heavy-ion collisions at the SPS energy regime were performed by
the CERES? collaboration. For the electron identification in CERES, two RICH detectors were
installed. Later, a new TPC'* was added to the experimental setup and extended the particle
identification capability by inclusion of the specific energy loss of particles as additional selec-
tion criterion. CERES measured p+Be and p+Au collisions at 450 GeV [71] and S+Au collisions
at 200A GeV [72]. As aresult, eTe™ spectra in proton induced reactions were reconstructed and
are well reproduced by a simulated cocktail. But the measurement of S+Au collisions showed
an enhancement by a factor of 5. In Pb+Au collisions measured at 158 A GeV, the data showed
an enhancement of a factor 2.45 [73]. At an even lower collision energy of 40A GeV the largest
enhancement factor was observed [74].
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Figure 1.16: Both figures show the dielectron yield after subtraction of the hadronic cocktail. In
(a) the cocktail p is compared to model predictions for a dropping mass and a mass broadening
scenario. The mass region above the pole mass favors a broadening scenario. In (b) the effect of
baryonic interactions is studied. While the high mass region is not conclusive, the yield below a
mass m = 0.6 GeV /c? demonstrates the necessity of baryonic interactions in order to describe the
measured yields.
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In order to develop an understanding of the enhancement and its origin, the data were compared
with predictions of a p broadening and dropping mass scenario (see Fig. 1.16 (left)). Below
the w pole mass, the data yield is very similar to both model calculations and does not favor
a specific model due to the large errors. But the region above the p pole mass fits well to
the spectrum including the mass broadening of the p. In addition, a x? test was applied to
check the exclusion probability of a certain model. The test favors the broadening scenario and
excludes the dropping mass scenario by 0 = 1.6. Additionally, the influence of the p-baryon
interactions to the modifications was investigated (see Fig. 1.16 (right)). For this reason, a model
with and without baryonic effects was compared to the excess yield. Latter one was estimated by
subtraction of theoretically estimated dilepton contributions from the full spectrum. While the
region above the p pole mass predicts similar results for both modification scenarios, the region
below the pole mass is better described by the model including baryonic effects. Consequently,
CERES results favor the mass broadening scenario and proves that baryonic effects are essential
to describe the measured data. However, a definite exclusion of the dropping mass scenario is
not possible due to large errors.

Dimuon measurements with NA60 at SPS

The first results on dimuon measurements in the low-mass region were presented by the NA60
[44] experiment. It is based on the NAS50 [75] experiment with addition of a silicon vertex
detector. Latter one is positioned before the hadron absorber and determines a more precise
vertex position, which is utilized to remove background from off-vertex decays of open charm.
The tracks are reconstructed by matching a track segment in front of to a second one behind the

absorber. Its matching quality is dependent on momentum and angular position resolution.
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Figure 1.17: Excess mass after hadronic cocktail subtraction for different centrality classes. The
vacuum p (solid) and open charm (dashed) contributions are shown as comparison. The excess
grows towards more central collisions.

21



CHAPTER 1. INTRODUCTION

_ — 350 1 | | | 1
— i > 1 NA60 In-In
> 1 .
E_) 105E In-In dN,,/dn>30 s | dN,/dn>30 dimuons
8 < v LMR
8 E v excess dimuons %300—_ ) = | MR, w/o DY
% r * Renk/Ruppert ’ ® IMR, w/o DY
107F ¢ Hees/Rapp ]
;g : « Dusling/Zahed 250 © hadrons (, p, @, §)
A |
~~
= 81— 1
g h: = 200+ .
S B \ ‘
Es H o s
& 9l i ) ‘
o 10 E ey 150
“}«:‘bg 1
10—10 1 1 Il 1 ‘ Il 1 1 Il ‘ 1 1 1 1 ‘ Il 1 1 Il ‘ 1 1 %\fq 100- T T T T T
0 , 15 2 2.5 0 0.5 1 15 2 2.5

M (GeV)

M (GeV)

Figure 1.18: Acceptance corrected invariant mass (left) and 7, ;¢ (right) distribution measured by
NAG6O.

Measurements of In+In at 158A GeV were performed in 2003 and 230 million events were
recorded. Due to the large number of events, the measurements allow for a multi-differential
analysis. In Fig. 1.17, p is shown as isolated contribution for four centrality classes. For the
shown distributions, yields of w and ¢ resonance and 7, " and w-Dalitz decays were subtracted
from the measured spectrum. As a result, the data indicates an increasing yield with increasing
centrality, whereof a comparison of data to the so-called cocktail p reveals a larger enhance-
ment for more central collisions. A comparison of semi-central collisions to model calculations
[76] agrees to an in-medium broadening scenario (see Fig. 1.18 (left)). Consequently, the mass
dropping scenario was disproved [44].

Further results were obtained by fitting the my distributions for different mass ranges with
a Boltzmann function. An effective temperature (7.s¢) was obtained and plotted as a function
of mass. T,;; shows a rise up to M = 0.7 GeV/c* (hadronic phase dominated mass region)
and then a drop to =190 MeV and stays constant, indicating early QGP emission where flow
is not yet developed [77] (see Fig. 1.18 (right)). Additionally, an exponential "Planck” fit to the
dielectron mass range 1.1 <M < 2.0 GeV/c? delivers the source temperature, which is found to
be 205+12 MeV [78].
In addition, the high statistics allow for an analysis of mass dependent angular distributions [79].
This analysis is focused on a more precise characterization of the excess by identification of its
polarization. As a result, no polarization is found, which is said to be consistent with thermal
radiation [79]. Due to the precision of the NA60 measurements, the knowledge of in-medium
effects has improved significantly. Furthermore, it was the first observation of a completely
resolved 7, ¢ and w in the dilepton channel, which was possible due to the good resolution
around the w mass of around 20 MeV/c?.
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Dilepton observations at RHIC energies

Dilepton measurements at RHIC energies were conducted by two experiments, that measured
Au+Au collisions at 1/s = 200 GeV. In the PHENIX"experiment, electrons are identified via
RICH'®, EmCal'’, and TOF'® detectors. For the beamtime in 2010, an HBD'? was installed for
further hadron suppression. The results for the separate centrality classes reveal an enhancement
over the cocktail in the low-mass region, which increases with centrality. An enhancement factor
of 2.3 £ 0.4(stat) £ 0.4(syst) £ 0.2(model) is extracted in case of open charm estimation with
PYTHIA (see Fig. 1.19 (left)). Moreover, it is claimed that the excess is distributed over the
whole pp range up to 5 GeV/c [80]. The measured mass and py distributions are consistent with
the model of Rapp and Wambach [43]. The latest measurements [80] show an lower excess
than previous results from 2010 [81]. Due to the detector upgrade and improvements in the
analysis, latest data is more reliable and agrees with the following results presented by the
STAR?" experiment [82].

Also, this experiment was upgraded by a new time-of-flight barrel detector. The electron
identification in STAR is based on velocity measured in TOF, energy loss measured in the TPC
in combination with the momentum. In the low-mass region, an excess of 1.76 4 0.06(stat) +
0.26(syst) 4+ 0.29(cocktail) is measured (see Fig. 1.19 (right)) in case of subtraction of the
correlated charm cross section from PYTHIA. Those results agree within errors with PHENIX.
In addition, w and ¢ were also tested for in-medium modifications. But the extracted width and
mass position are consistent with a scenario of no modification, which is reasonable due to their
longer life-time.

Besides the measurement at the highest RHIC energies, STAR began an energy scan pro-
gram (BES I) consisting of five different measurements down to beam energies of /s = 19.6 GeV
[83]. Its main purpose is a study of collision characteristics to search for indications of the crit-
ical endpoint in the phase diagram. Also the dielectron yield is studied to analyze the evolution
of the excess yield in the low-mass range [84]. Therefore, mass and p distributions are ex-
tracted and compared to the cocktail yield. Since the cocktail does not contain a contribution
of in-medium radiation, the measured yield exceeds the sum of the cocktail yield. However, the
precision of the spectrum is limited by statistical errors and requires the integration of the yield
in the low-mass region for a quantitative comparison. The results of the integration in the mass
region 0.30 GeV/c? < M., <0.70 GeV/c? are presented in Fig. 1.20 and reveal no variation as
a function of beam energy. The yield is influenced by differences and lifetime of the temper-
ature and density in the hot and dense phase. But the result is limited by the statistical errors.
The large errors arise due the reduced beam intensity of the accelerator and the reduced dielec-
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!6Ring Imaging Cherenkov

7Electromagnetic Calorimeter

3Time Of Flight

“Hadron Blind Detector
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tron rates at lower collision energies. As a consequence, measurements below the lowest beam
energy would be even worse in terms of their statistical error. However, this energy regime is
highly interesting since a strong rise of the excess yield is predicted by some model calculations
(see Fig. 1.20). Further improvements are expected in the energy scan BES II which profits from
improvements of the accelerator performance and detector setup that will decrease the statisti-
cal uncertainties [85]. This will be helpful to disentangle differences between data and the two
model results from a thermal dilepton emission source [54] and PHSD [86], since up to now
both models are able to describe the dilepton yield from SPS up to RHIC energies.
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Figure 1.19: Centrality dependent measurements by the PHENIX (left) and the STAR (right) col-
laborations. Measurements of both experiments show an excess in the low-mass region in all cen-
trality classes that rises slightly towards higher centrality. The strength of the excess is in agreement
for both measurements.
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Figure 1.20: Measured excess yield in the low- mass region is normalized to dN/dy,. The box indi-
cates the average excess obtained in BES-I. The model expectations at lower energies are estimated
with PHSD calculations.

Accessing highest collision energies at LHC

ALICE 2! conducts measurements using beams provided by the LHC accelerator, the high-
est collision energies ever reached on earth so far. The experiment is optimized for heavy-ion
collisions but also measures p+p collisions as reference and p-Pb collisions to study "cold" nu-
clear matter effects. In the first run, p+p collisions were measured at /s = 7 TeV, p+Pb at
Vs = 5.02 TeV while Pb+Pb collisions were measured at /s = 2.76 TeV. In ALICE, electrons
are identified via their specific energy loss in the ITS?*? and TPC?®, which is combined with
time-of-flight information. Results from p+Pb data are shown in Fig. 1.21 (left) [87]. Within
errors, the data agrees to the hadronic cocktail, for what reason an additional excess yield is
not told to be necessary for description. In Pb+Pb collisions, the signal-to-background ratio is
reduced compared to p+Pb data and complicates the analysis. Fig. 1.21 (right) displays the re-
sults [88] in the low-mass region. Within errors, the mass region below the p pole mass does not
indicate an enhanced yield compared to the cocktail contributions. More detailed conclusions
can only be drawn, if the errors due to subtraction of combinatorial background are decreased.
Improvements of the data quality are expected by an upgrade of the ITS and TPC for LHC run
3 [87]. ATLAS [89], CMS [90] and LHCD [91] are also able to measure the dimuon spectrum
in heavy-ion collisions. However, these experiments are optimized for particle physics and have

a different acceptance coverage which does not allow low p; measurements like in ALICE.
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heavy-ion collisions.

iment at NICA?’ [94] is planned at the JINR 2

Measurements over the whole energy range
are still ongoing (see Fig. 1.14). While the
collision energy at the LHC is the high-
est, at RHIC lower collision energies are
investigated in the beam energy scan pro-
gram [92; 93]. At low collision energies,
HADES measures and will also conduct the
physics program at slightly higher energies
at SIS100 at FAIR**. The CBM?* experiment
will then take over at higher collision energies
at SIS100°° to investigate the QCD matter in,
up to now, a barely know regime of the phase
diagram with the highest interaction rates (see
Fig. 1.22) [18]. In parallel the collider exper-
and shall cover a similar energy range. The

combination of measurements will help to systematically improve the understanding of the in

medium modifications in more detail and search

over a broad range of collision energies.
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1.3. EXPERIMENTAL RESULTS ON DILEPTON PRODUCTION

Collision system | Energy [A GeV] | Year | Neyenss -10°
C+C 2 2002 265
p+p 2.2 2004 534
C+C 1 2004 660

Ar+KCl 1.765 2005 955
p+p 1.25 2006 900
p+p 3.5 2007 1801
d+p 1.25 2007 1328

p+Nb 3.5 2008 4385
Au+Au 1.23 2012 7359
T+ A Various 2014 425
T +p Various 2014 1234

Table 1.2: Statistics of HADES data taking with various collision systems. Number of events sum-
marizes all recorded events stored in the database, which were recorded by the trigger condition of
the respective beamtime.

1.3.2 Dielectron measurements at low collision energies with HADES

The experimental observations and theory predictions point to in-medium modifications not
only at high temperatures but also at high densities. Matter with such properties could be pro-
duced at SIS18. Those measurements are challenging since vector mesons are produced slightly
above or even below their free NN production threshold. HADES started measurements in this
specific region in 2002 (see table 1.2). Compared to previous experiments (DLS), improvements
arise due to higher data rates and improved mass resolution. Moreover, it is important to search
for an ete™ excess in collision systems heavier than C+C and Ca+Ca. In order to cope with
the large number of produced particles and to identify them with the highest efficiency, high
precision detectors are required. Furthermore, HADES is designed to have a high acceptance *
which helps to cover a wide phase space range for most of the particles. This allows to access
the phase space regions where strong medium modifications are expected. A variation of the
collision systems, covering elementary, i.e. p and 7 induced reactions, and nucleus nucleus col-
lisions, offers the possibility to disentangle medium effects from e e~ production processes in

elementary collisions.

Solving the DLS puzzle

As already presented in section 1.3.1, the DLS experiment measured dielectron yields in small
and medium sized collision systems (i.e. C+C, Ca+Ca). A comparison with the available theo-
retical predictions revealed an enhancement of the data over the yield from model calculations.
A theoretical description of the data is based on the soft photon approximation and the one
boson exchange (OBE) model, but could not fully describe the data [95], leaving the origin of

the e"e~mass excess unresolved. The measurements at DLS have shown that the interpretation

29See chapter 2 for a detailed overview.
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of their data requires more precise measurements and understanding of e™e™ production in p+p
and n+p collisions.

The first HADES measurements were conducted with C+C at 24 GeV [95] and 1A GeV
[96]. At low-masses M., < 0.15 GeV/c? the data agrees among each other due to normalization
to the number of 7° measured correspondingly in each experiment (see Fig. 1.23 (left)). In the
higher mass region up to M., < 0.5 GeV/c?, an excess of the data over the cocktail, which is
mainly represented by 7 in this mass range, is seen in both measurements. An estimation of
the enhancement factor results in 2.07 4 0.21(stat) £ 0.38(syst) for collisions at 24 GeV and
6.8 + 0.6(stat) + 1.3(syst) at 1A GeV. The excitation function of the excess is investigated
by comparing it to long living sources, namely i.e. 7°, 7 (see Fig. 1.23 (right)). As a result, the

measured yield of the 7 rises much more stronger with collision energy than the yield of 7°.
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Figure 1.23: Left: Overlap of the reference spectrum, built as average of elementary p+p and n+p
collisions, and the C+C data at 1 A GeV and 2 A GeV. The 7 yield is subtracted. In the available mass
range, C+C data overlaps with the reference spectrum, which is also proven by the ratio plot in the
upper right. Right: Inclusive multiplicity per participant of 7°, n and et e~ excess in the mass region
0.15 < M,. < 0.5 GeV/c?. HADES (full triangles+full circles) data are complemented by DLS data
points (open triangles). Furthermore, the blue (long dashed, circles) results belong to Ca+Ca and the
black (solid, squares) belong to C+C measurements from TAPS. All results are extrapolated to 47
and the 7¥ as well as 1 measurements are downscaled for better visualization. [97]

On the other hand, the measured e*e™ excess yield scales, as a function of beam energy, very
similar to the 7° yield and slowly increases with collision energy (see Fig. 1.23 (right)). An
inclusion of the DLS measurements results in a consistent picture of the "excess" over 7 yield.
It became apparent that understanding of e™e™ production in elementary collisions is impor-
tant in order to constrain the so-called reference spectrum. Therefore, p+p and d+p collision at
1.25 GeV [98] were recorded by HADES. The detection of fast spectator protons in the for-

ward forward scintillator wall from a deuterium break-up made the measurement of quasi-free
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n+p collisions doable. Therefore, an investigation of isospin effects of the e™e~ production
in n+p and p+p collisions and construction of a reference spectrum were possible. Since the
beam energy is below the 1 production threshold, the e™e~ spectrum contains only follow-
ing sources: 7’-Dalitz decays (7° — ~vete™), A-Dalitz decays A — Nete™, quasi elastic
scattering-bremsstrahlung (NN — N NeTe™).

The reconstructed invariant mass distributions for p+p and n+p collisions are presented in
Fig. 1.24 and reveal different shapes in the mass region above 7°. The increased 7° yield, of the
order of two, is due to an isopin effect. However, in the higher mass region the hadronic cocktail
is only consistent with the p+p data but disagrees with n+p data. A comparison between the
spectra shows a strong isospin effect, that results in an enhancement of the n+p data over the
theoretical cocktail at higher masses. The reference spectrum, estimated as average of p+p and
n+p collisions is compared to C+C data at 1 A GeV and 2A GeV. The 7 contribution of the C+C
as well as from the n+p spectra has been subtracted for a proper comparison of the data samples.
Figure 1.23 (left) shows a good agreement between the data and its elementary reference. A
ratio of light nucleus nucleus collisions to elementary data also proves the agreement of both
samples. With this, the DLS puzzle has been experimentally solved [98]. Since the the C+C data
is described by elementary collisions, medium modifications are not the origin of differences to
model calculations. Consequently, the theoretical explanation is lacking a good description of
p+p and in particular n+p data. Further, explanations based on a di-baryon approach [99] and
the one-boson exchange model including virtual photon radiation from the internal line [100]
improve the description of the data.
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Figure 1.24: Results of elementary collisions from p+p (left) and n+p (right) reactions. Due to the
production threshold only 7° and baryonic resonances contribute to the spectrum. The p+p data is in
agreement with this theoretical assumption. In contrast, n+p data does not agree with the prediction
and shows a cutoff at a higher mass. The included results from OBE calculations fail to describe the
data above the 7" mass.
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Proton induced reactions measured with HADES
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Figure 1.25: The invariant mass yield in p+Nb collisions. The pair momenta are limited to
P.. > 0.8 GeV/c (left) and P, < 0.8 GeV/c (right). Since low momentum pairs are moving
more slowly, a higher medium modifications is expected. Indeed the enhancement over elementary
collisions is only measured for the low momentum spectrum.

In 2008, p+Nb collisions were measured at a beam energy of 3.5 GeV [101]. Furthermore,
p+p collisions were also recorded at the same energy to provide a consistent reference. Due
to slightly enhanced temperatures and normal nuclear density, in-medium modifications are
expected to change the vector meson distributions. Therefore, an excess in the low-mass region
is expected. To investigate the excess, the data is split in samples based on their pair momenta
Pee < 0.8 GeV/c and p.. > 0.8 GeV/c.

A comparison of the p+Nb spectra to the elementary reference for the pair momenta larger
than 0.8 GeV/c (see Fig. 1.25 (left)) indicates no significant difference. However, a clear differ-
ence emerges for pair momenta smaller than 0.8 GeV/c (see Fig.1.25 (right)). As can be seen,
the yield of p+Nb invariant mass spectrum is reduced around the w pole mass and enhanced
at lower masses. This is interpreted as additional p production due to multi-particle collisions.
Those are observed due to baryonic resonances that enter in the p meson production mech-
anism and modify the p propagating in the medium. Additionally, the collisional broadening

may explain the reduction of the w yield.

Hot and dense matter at SIS18

As continuation of systematic studies of e*e™, the first medium size collision, namely Ar+KCl
at 1.76 A GeV, was conducted with HADES in the year 2005 [97]. The measured Ar+KCl spec-

trum and isospin-averaged (pp+np) data at 1.25A GeV were scaled by the respective number of
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70, The ete~spectrum of 1/2(pp+np) is compared to the Ar+KCl spectrum and clearly under-
estimates it (see Fig. 1.26 (left)). An excess over the reference spectrum up to a factor of three
(see Fig. 1.26 (right)) has been reached. Moreover, the scaling of the excess yield is summarized
for different collision systems at different energies in Fig. 1.23 (right). As a result, the figure
demonstrates that the excess increases for larger system sizes.

Ar+KCl data provides the first observation of an w peak at such low collision energies. The
extraction of the w peak properties does not reveal a medium modification, since most of the
w are expected to decay outside the fireball due to their large decay length. For this reason, the
modifications are shadowed by strong interactions with numerous hadrons inside the fireball
and the modification in the final spectrum is reduced.

Further studies to extract medium properties, are performed by reconstruction of the e*e™
transverse mass distribution. Splitting the spectrum in different invariant mass bins allows ac-
cess to specific dilepton sources. This feature is used to extract the effective temperature of
specific sources to gather more insights about their production mechanism. The so-called effec-
tive temperature 7. is the slope retrieved by a fit of an exponential function to the transverse
mass spectra. It is a measurement of temperature in convolution with flow contributions. As a
result, arise of T, ¢ as a function of invariant mass is observed and 7.y = 131426 is estimated
for the vector meson mass range [97]. Additionally, the polarization of the excess yield was ex-
tracted. The combination of both features suggest baryon induced medium effects as source of
the excess [97].
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Figure 1.26: Left: Comparison of the Ar+KCl dilepton spectrum to the reference spectrum with
subtracted 7 contribution. An enhancement in the mass range above the 7° mass is present. Right:
Ratio of the Ar+KCl data to the reference spectrum. While C+C collisions are at unity. Ar+KCI data
shows some significant enhancement, which is within errors constant as a function of mass.
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1.3.3 Dielectron production obtained by transport models

HADES has measured various collision systems at various energies. Most of the light collision
systems are described by elementary processes. First medium effects have been seen in medium-
size collisions of Ar+KCl. In this chapter, results of e™e™ production in heavy-ion collision will
be compared to transport models (see section 1.2.4). Calculations from UrQMD, GiBUU and
HSD will be presented. They are based on the same underlying concept, but vary in the details of
dilepton production mechanisms (see section 1.2.4). In all models, dielectron sources are treated
incoherently. GiBUU and UrQMD do not include a medium spectral function of vector mesons.
The outcomes of model calculations are compared to existing data and used to predict results
for heavier collision systems. As presented before, the light collisions system are described by
elementary collisions. Since the interest is focused on medium effects induced by heavy-ion
collions, only Ar+KCl data will be discussed here.

The results of GiBUU calculations [102] (see Fig. 1.27) are in agreement with the data points
in the 7° mass range. In the range above, dileptons from various baryonic resonances contribute
to the dilepton yield. Up to a mass of 0.5 GeV/c?, the data points are underestimated by a factor
of approximately two. The high mass region is well described due to the large contribution of
resonances (p, w and ¢). Similar to GiBUU, the dilepton cocktail obtained by UrQMD does not
describe the data (see Fig. 1.28) [103]. Since, both models do not include in-medium effects,
the excess of data over model is expected to originate from a medium source.

Ar+KCl data is further compared to model calculations provided by HSD [104] (see Fig.
1.29). HSD overestimates the mass range just below the w pole mass. The lower mass range
is described well since the model incorporates some type of medium effects. However, this
approach is different to GiBUU and UrQMD, since not a variety of baryonic resonances con-
tributes the the dielectron yield. Instead, the yield is dominantly described by the A(1232) and
NN Bremsstrahlung. Furthermore, the regeneration of A-Resonances is a key to describe the
data. Models which use the vacuum spectral function fail to describe the data in the mass range

above 7 and call for an alternative approach with in-medium effects included.
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Figure 1.27: Comparison of HADES Ar+KCl data to a model calculations from GiBUU. The sum

of cocktail contributions is indicated by the red solid line in order to compare the cocktail to data.
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Figure 1.28: Comparison of HADES Ar+KCl data to model calculations from UrQMD. The sum
of cocktail contributions is indicated by the black solid line in order to compare the cocktail to data.
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Figure 1.29: Comparison of HADES Ar+KClI data to model calculations from UrQMD (upper)
and HSD (lower). The sum of cocktail contributions is indicated by the black solid line in order to
compare the cocktail to data.

1.3.4 A coarse-grained transport approach

Another approach is a coarse-grained transport model convoluted with thermal rates (see section
1.2.4). The thermal rates are the same that are used for SPS and RHIC collision energies [54].
The rates are applied according to the T and p. ;s of each cell that is estimated with averaging
many UrQMD collisions. By summation of the dileptons radiated in each cell, the resulting
invariant mass spectrum is calculated.

The averaging over collisions provides the opportunity to access the information of the evo-
lution of collision dynamics. A temperature evolution is presented in Fig. 1.30 (left) [65]. Each
curve represents the number of cells above the respective temperature. The model demonstrates
a similar maximum temperature for both collision systems, but predicts a longer lifetime for
Au+Au collisions. At maximum, both collision systems reach a density of approximately three
times normal nuclear density together with a maximum temperature of around 7' < 100 MeV.
In contrast to the maximum value, the time period of the high density and high temperature
phases increases in Au+Au collisions significantly. A second approach [4] provides an averaged
temperature and density evolution (see Fig. 1.30 (right)). Both properties reach a maximum at
around 10 fm. Additionally, the pion chemical potential, related to the number of produced
pions, is shown. Since pions are not a part of the nucleon, they have to be produced within
the collision. Their occurrence is a measure of particle production within the collision and is

steadily rising till the freeze-out stage.
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Figure 1.30: Matter properties estimated by coarse-graining approaches. Left: Time evolution of
an Ar+KCl and Au+Au collision in the center of momentum frame. The evolution of the thermal
volume is presented and predicts longer existence of a large hot volume for the heavier collision
system. [65] Right: Temperature (T), effective baryon density (p. ) and pion chemical potential
(1) for Au+Au collisions at 1.23A GeV. The values are averaged of the the inner cube of 73 cells

with a size of 1x1x1 fm?. [4]
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Figure 1.31: Dilepton invariant mass spectra in HADES acceptance for Ar+KCl (left) and Au+Au
(right) data. A comparison of the prediction of Ar+KClI data shows good agreement if baryon inter-
action is included. It will be interesting to compare the Au+Au spectrum with data to confirm this

observation.

Both models used to estimate the dilepton spectra. Up to now, a full cocktail description is
only provided by one model [65]. The results for Ar+KCl data are presented in Fig. 1.31 (left).

Besides the region around the w pole mass, that shows deviations from data, the spectrum is

well described by the model. The plot includes a scenario with and without baryonic effects.

Inclusion the p-baryon coupling modifies the shape strongly and is essential for data description

in the mass range above 7°. The effect is even stronger in Au+Au collisions and coincides with

the expectation of more excess due to longer lifetime of the fireball.
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1.4 Goal of this thesis

Theoretical predictions of in-medium modifications of hadrons under extreme conditions moti-
vated the measurements of heavy-ion collisions at (ultra-) relativistic energies. The modification
of the p and a, spectral functions could be related to chiral symmetry restoration. Measurements
were conducted by a number of experiments and lead to an observation of an excess yield in
the mass region below the p meson pole mass. This excess in heavy-ion collisions is proven for
a wide collision energy range up to 200 GeV. Moreover, it is estimated as a function of system
size and by binning the data samples in different centrality classes.

Measurements at lowest energies were provided by DLS only. They were limited in pre-
cision and did not cover a heavy collision system. In order to understand e™e~ production in
the SIS18/BEVALAC energy range, HADES has measured e e~ production in elementary and
light collisions systems. In Ar+KCl collisions an excess above the experimentally defined cock-
tail has been observed, and has been attributed to medium effects.

For systematic studies, a heavier collision system was measured in 2012, namely Au+Au
at 1.23 A GeV, corresponding to the maximum energy for Au ions at SIS18. This analysis aims
at reconstruction of dielectron spectra to estimate the system size and energy dependence of
ete™ production. Furthermore, data will be confronted with model calculations to develop a
deeper understanding of the dielectron production mechanism. In addition, the measurement of
this collisions system extends the range of the beam energy program (BES) started by STAR
[84]. Also a mass dependent effective temperature and angular distribution as well as centrality
dependence of the source temperature will be estimated.

Compared to the previous HADES measurements, Au+Au collisions are challenging due
to the higher detector occupancy. Previous measurements have shown that high efficiency and
high purity electron identification are essential for a high e*e™ signal quality. Therefore, a new
method for electron and positron signal extraction with the RICH detector is proposed. It is
expected that the so-called backtracking algorithm will enhance the lepton reconstruction effi-
ciency and improve the reconstruction of lepton pairs which are characterized by small opening
angles. This is supposed to reduce the combinatorial background due to fake identifications and
exclude conversion pairs characterized by small opening angles.

In chapter 2 the HADES detector will be introduced. The framework for data analysis will
be discussed in details in chapter 3. The event reconstruction in Au+Au collisions will be pre-
sented in chapter 4. Subsequently, the backtracking algorithm (see chapter 5) will be introduced.
After a data quality study, discussed in chapter 6, the identification of single electrons using a
multivariate analysis will be presented in chapter 7. It is followed by the pair reconstruction
(see chapter 8), the estimation of combinatorial background, efficiency and acceptance correc-
tion factors as well as spectra normalization (see chapter 9). Finally, the results are discussed in
chapter 10.
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The HADES
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Figure 2.1: Schematic side view of the HADES detector showing its compact design. The detectors
are symmetrically arranged in the azimuthal angle around the beam axis.

HADES [105] is a fixed target experiment located at the GSI Helmholtzzentrum fiir Schwe-
rionenforschung in Darmstadt [106]. An ion beam is provided by the SIS18 accelerator [107]
which offers a large variety of possible ions with beam energies up to 1.25A GeV for heavy ions
(Au) as well as pion and proton beams with incident beam energies of up to 3.5 GeV for pro-
tons. The detector design of HADES is driven by the detection of rare leptonic decay products
(e*e™) of vector mesons [108]. Due to the small branching ratio (BR ~ 10~°) of vector mesons
to dileptons and the sub-threshold production of vector mesons at SIS18 energies, measure-

ments of dileptons are very challenging because of the large hadronic background. Therefore,
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the whole detector design of HADES is optimized for measurements of rare electron positron

pairs:
* High rate capability,
» Large geometrical acceptance,
* Light weight and compact construction to minimize multiple scattering,
* Good invariant mass resolution in the vector meson region.

Most of the spectrometer components are constructed with a sixfold construction symmetry
around the beam axis. The spectrometer covers a polar angle region from 18-85° and an az-
imuthal angle region of nearly 360°. The sub detectors (see Fig. 2.1) are grouped in four cat-
egories with different purposes. The track reconstruction detectors for particle trajectory and
momentum reconstruction together with the magnet. Time-of-flight detectors to determine the
particle velocity together with the track path length. Furthermore, additional detectors for lep-
ton identification, supported by energy loss information from different detectors, are installed.
Furthermore, detectors in front of and behind the target as well as detector positioned close to
the beam line and behind the spectrometer are used for event characterization. In this chapter,

all sub detectors will be presented briefly. A more detailed description can be found in [105].

2.1 Track and momentum reconstruction

The reconstruction of the particle momentum is obtained by the measurement of its deflection
by a magnetic field. Therefore, a magnetic field is generated by a superconducting magnet and
the particle positions are measured in front of and behind it by four planes of multiwire drift
chambers.

2.1.1 Superconducting Magnet

An important measurement for particle identification with HADES is a precise momentum de-
termination for particles in the range between p = 0.1 GeV/c and p = 2.0 GeV/c. The mea-
surement is based on a momentum kick by the magnetic field. Besides the required momentum
range, a compact design is required to reduce multiple scattering and losses of particles in the
acceptance area due to reactions with the magnet material. Furthermore, the desired momentum
resolution for electrons is %” = 1.5 — 2.0%. A better precision in momentum could be achieved
by a stronger deflection. However, the momentum kick is limited by the polar detector accep-
tance, since too large deflections will bend the track out of the acceptance.

The installed superconducting magnet [109] has a toroidal field geometry with six narrow
coils around the beam axis (see Fig. 2.2). The superconductivity is necessary to provide the

required field strength together with a compact design of the coils. In order to minimize the
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acceptance losses, the magnet coils are placed behind the broader frames of the tracking detec-
tors. The cooling is performed by liquid nitrogen and helium which cools down the magnet to a
temperature of 4.7 K.

With this setup, a weak field around tar-
get and inside the RICH detector is achieved. i HHH
The maximum field strength is 3.6 T, which ﬁﬁﬂﬂ - %
was reduced to 72% of the maximum value
in the Au+Au beam time. However, the field
strength is varying strongly along the coil. As

a consequence, the magnetic field is rather in-

homogeneous inside the geometrical accep-

tance as a function of the polar and azimuthal ~_
position. Therefore, an exact measurement of Figure 2.2: Technical drawing of the superconduct-

the field was performed to produce field maps ing magnet whose symmetry is defined by the beam

with precision better than 1% [105]. Those axis. The magnet coils are stabilized by the two sup-
port ring structures and beam is passing through the

field maps are included in simulation and are .
hole in the center.

used for tracking.

2.1.2 Mini-Drift chambers

Like the detector system described in the previous section, also the mini-drift chambers (MDC)
[110], as tracking detectors, are governed by the aim of a low material budget. Furthermore, the
desired invariant mass resolution for dielectrons of oy, /M.. ~ 2.5% [105] requires a precision
in the momentum measurement of %p = 1.5 — 2%. The detector granularity is also governed
by the expected particle multiplicity, for which reason a maximum cell occupancy of 30% in
central Au+Au collisions at 1A GeV is aspired.

The drift chamber geometry follows the global detector geometry consisting out of six
trapezoidal sectors. Four planes of drift chambers are part of the tracking system (see Fig.
2.3 (left)). Two planes are positioned in front and two are positioned behind the magnet. Their
size rises towards the backmost chambers in order to assure a constant polar angle coverage of
18-85° [111]. Each chamber is built out of 13 wire planes which form six drift cell layers (see
Fig. 2.3 (right)) and a frame which is hidden behind the magnet coils. The layers of drift cells
are oriented in different angles of £0°, £20°, +40°. The chambers of plane I are filled with
Ar/CO4 (70/30) while all other chambers are filled with Ar/CyH;o (84/16) and are enclosed
by a thin aluminized Mylar foil at front and back side.

The traversing particles are detected via gas ionization inside the chambers. The electrons
and positively charged gas ions drift to the sense and field wires, respectively. Only the electrons
are subject to gas amplification and generate the signal together with the back-drifting ions
(see section 6.1.1). This construction with thin materials results in a radiation length of 0.2%
per chamber while the radiation length of the air between the drift chambers is at 0.3%. The
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Figure 2.3: Left: Arrangement of the drift chambers in four different planes where the frames of
the chambers match with the coil positions of the magnet. Right: Wire layer structure of the drift
chambers.

spatial resolution is about 60-100 pm in polar angle direction and 120-200 pm in azimuthal
angle direction [105]. The combination of the measurements in each layer to a full track and

reconstruction of its momentum will be discussed in section 3.2 and 3.3)

2.2 Time-of-flight estimation

The velocity of a particle is calculated by the path length and its time-of-flight (ToF). A recon-
struction of the time-of-flight requires a measurement of the start time and stop time. Therefore,
the START detector is positioned in front of the target and two stop time detectors are positioned
behind at the back of the spectrometer. A detailed description of the time-of-flight reconstruc-

tion is presented in section 3.5.

2.2.1 Start time measurement

r74.70—ﬁ The START [113] detector is positioned in
NIATR AT front of the target and measures the absolute

SEE NERR RERY arrival time of incoming beam particles. Be-
IREES! sides the time measurements, a position mea-

surement is also performed in parallel and is

‘ 439 used to monitor the beam position. A good

radiation hardness and a fast measurement
Figure 2.4: Active area of the START detector and
the circles indicate 9 possible areas for measurement
(scale in mm) [112].

process is required due to the heavy load of
the high intensity beam. The detector itself

is built out of two planes of diamonds [113],
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which are selected due to their good charge collection efficiency resulting in a good energy
resolution and high drift velocity. Each detector plane consists of 16 stripes with a width of
200 pm which are separated by 90 um gaps [114]. The total size of the START detector is
4.6 mm X 4.6 mm which is much larger than the cross sectional area of the beam. This allows
to move the detector during the beam time to reduce the integral dose per area of the detector
(see Fig. 2.4) to avoid large efficiency drops due to radiation damage. This setup reaches a time

resolution ¢ ~ 50 ps for the start time estimation.

2.2.2 Resistive Plate Chamber

The Au+Au collisions at 1.23 A4 GeV impose the highest particle multiplicities measured with
HADES so far. For this reason, the new resistive plate chamber (RPC) detector [115] replaced
the low-granularity TOFINO detector [105]. Its task is the determination of the stop time of par-
ticles for which reason a good time resolution is essential. Moreover, a good position resolution
for track matching of the tracks reconstructed in the drift chambers is needed as well.

The detector is covering the forward polar angle region between 18—45° of the HADES
detector. Each of the six sectors consists of partially overlapping elements arranged in 31 rows
and 3 columns (see Fig. 2.5 (left)). Each element consists of three aluminum electrodes and
glass electrodes that are installed between two aluminum electrodes (see Fig. 2.5 (right)). All
the electrodes are separated by a small gap that is filled with CyHyF), and SFy (90/10) gas
mixtures [116].

The detector is operated at a nominal voltage of 5600 V. Charged particles crossing a cell
ionize the gas. Due to the high electrical fields, ionized electrons are accelerated towards the an-
ode where an electron avalanche is triggered. The advantage of RPC is that by construction it is
possible to generate a very high electrical field, which results in a large, but localized amplifica-
tion of primary electrons produced by the ionizing particle traversing the detector. Furthermore,
the signal is locally restricted by high-resistance electrodes. This setup results in a good time

resolution of o, ~ 70 ps and good position resolution of 8 mm in longitudinal direction [117].
kHz

cm?

1.23A GeV, an average double hit probability of below 10% and a detection efficiency of 95%
is reached [115].

The detector system is able to measure particle rates up to 1 . In the Au+Au collisions at

2.2.3 TOF time-of-flight wall

The time-of-flight measurement in the polar angle region between 44-88° is performed by the
time-of-flight detector (TOF) [118]. Besides the time measurement, a fast multiplicity determi-
nation is also required to determine the particle multiplicity in case a reaction with the target
took place. The detector is constructed in six sectors, whereof all sectors consist of eight mod-
ules that contain eight rods each. Every rod comprises of a plastic scintillator and a photo

multiplier tube and light guide [118].
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Figure 2.5: Schematic structure of one RPC chamber. Left: Arrangement of cells inside one cham-
ber. Right: Alignment of overlapping cells and inner construction of single cells. [115]

The particle identification is based on scintillator material. Particles that transverse the material
lose energy which is afterwards partially emitted as photons. The photons travel towards the
photo multiplier tubes at the left and right side of each scintillator. Finally, the photon signal
is amplified and its width and height is extracted. The stop time, x-position and energy loss
of a track is estimated by the left and right measurement (see section 3.5 for a more detailed
explanation).

This setup allows to measure the time of flight with a resolution o; = 100-150 ps as well
as the position with a resolution of 0, = 25 mm and o, = 27 mm. The resolution was obtained
by measurements without magnetic field. Furthermore, the deposited energy is also extracted
and available as energy loss information for particle identification. With this setup, a double hit
probability below 20% in Au+Au collisions is reached [105].

2.3 Lepton identification detectors

The reconstruction of lepton pairs requires a high purity lepton sample. Therefore, additional
lepton identification detectors are installed. A Cherenkov detector covers the full acceptance
and the small polar angular region (© <45°) is additionally covered by the Pre-Shower detector
to discriminate the enhanced hadronic background (see Fig. 2.6 (left)) in this detector part.

2.3.1 RICH detector

The purpose of the ring imaging Cherenkov (RICH) detector is the identification of relativistic
e* tracks in the momentum range from 0.1 to 1.5 GeV/c [119]. The detection is based on
the Cherenkov effect. Latter one appears if particles travel faster than the speed of light in

the corresponding medium. In that case, Cherenkov photons are emitted in a fixed polar angle
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Figure 2.6: Left: Fired RICH pads distribution per event extracted from Au+Au data. The y pad
number is correlated to the polar angle. Right: Schematic side view of the RICH detector. An emitted
lepton and its Cherenkov cone is indicated.

relative to the particle’s velocity vector. They are emitted in the Cherenkov angle O relative to

the particle direction and the number of emitted photons is estimated by [120]:
N, ~ NoZ*Dsin*O¢(N) (2.1)

where N, = Detector property, Z = Atomic number, D = Flight distance and A\ = Wavelength.
Since in the given momentum range, only leptons are faster than the speed of light in the RICH
radiator gas, this effect is perfectly applicable to isolate leptons from heavier particles.

The detector itself is shown in Fig. 2.6 (right). Its construction is constrained by the aim
of a low material budget and compact setup in conjunction with a sufficient number of emitted
Cherenkov photons. The low material budget is essential to reduce multiple scattering and pho-
ton conversion. The RICH consists out of a radiator volume, four carbon and two glass mirrors,
a photon detector and is optimized to identify photons in the vacuum ultraviolet (VUV) region.
The radiator is filled with a Cy Fo gas mixture and surrounds the target region in order to have
leptons emitted in the focal point of the mirror. The mirror needs a high reflectivity while the
window separating the radiator gas from the photon detector counter gas volume needs a high
VUV transmission capability [119].

The photon detector plane is placed upstream to reduce the detection of particles emitted
from the vertex. It consists of six modules of trapezoidal shape that contain a multi-wire pro-
portional chamber (MWPC). Each chamber has 4712 pads that have a width of 6.6 mm while
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their length rises from 4.5 mm to 7.0 mm. The variable size corrects partially for elliptical rings
due the photon plane approximation which will be discussed in more detail in section 5.2.3. Due
to the requirement of a small material budget, the mirror has a thickness smaller than 1% of the
radiation length. By inserting materials and the distance from the target to the mirror in formula
2.1, Ny = 109 is estimated as the mean number of produced photons per lepton emitted from
the target. This value rises slightly from smaller towards larger polar angles since the distance,

which electrons or positrons travel inside the radiator gas, grows for larger polar angles [105].

2.3.2 Pre-Shower detector

read-out cathode The Pre-Shower detector [121] is installed in the po-
ad pla stainless steel . . . .
pac prane T s lar angle region 18-45° to improve lepton identifica-

/\/\ . tion power which is required due to higher particle
' track densities in the smaller polar angle region (see

ection , . /Z: Fig. 2.6 (left)). Another reason is the reduced path

. length in the inner part of the RICH detector (see Fig.
anode< ’

+ 2.6 (right)). For that reason less photons are emitted

wires | ' per ring. Consequently, the lepton identification effi-
? .| clency is lower towards smaller polar angles. The Pre-
N S
ﬁ// ’ ’ Shower detector is build out of two lead converters
L‘ Pb ' Pb ' and three drift chambers that are installed alternately
cathode . s * e * ) . )
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Figure 2.7: Structure of the Pre-Shower cathode plane, one anode plane and are filled with

detector. Electromagnetic showers trig- Ar/CyH10/C7Hy (33/65/2). The cell size increases

gered by a crossing particle are indicated  for Jarger polar angles to maintain a constant granular-
by red lines. The figure shows the three .

positions of charge measurements: Qe tty.
(pre-conv), Qpost1 (postl) und Qposto For the identification of particles, the charge pro-
(post2) [105]. duced in electromagnetic showers is measured by all

three chambers. While passing the lead converters, par-
ticles produce Bremsstrahlung electrons and electrons due to electron pair production. This
triggers an electromagnetic shower, which is measured in the second and third chambers. The
charges are measured at the corresponding chamber position demonstrated in Fig. 2.7. For parti-
cle identification, the difference between charge measurements of the first and the two following

chambers is calculated:

Qsig = onstl + onstQ - Qpre (22)

Since the charge difference is expected to be larger for electrons and positrons, it is used to
separate them from the heavy hadrons (e.g 7=, p). This results in an additional method for
electron identification for momenta p > 300 MeV/c. In Au+Au collisions, the detector has a low
double hit probability of around 5% [105].
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2.4. EVENT RECORDING AND CHARACTERIZATION

2.4 Event recording and characterization

Collisions are created by an interaction of the beam ions with a target, which is required to have
a low conversion probability to reduce the background contribution from electrons and positrons
of photon conversion. In order to select and characterize collisions a VETO and Forward Wall

detector are installed, respectively.

2.4.1 Target and reaction trigger

The target is installed in the focal point of the
RICH detector. It needs to have a small inter-
action length since the large lepton pair back-
ground from gamma conversion shall be mini-
mized. For this reason, the target is segmented
in 15 thin circular gold disks (see Fig. 2.8),

which reduces the conversion since photons

have the chance to pass the upcoming foils in
Figure 2.8: Gold target segmented into 15 target

. ) . foils with a distance of 3.6 mm between each foil
each foil has diameter of 2.2 mm and a thick- in order to decrease the conversion probability of

ness of 25 pm [122]. The foils are fixed by a photons [112].
kapton strip that has a hole a the central position of the gold foil. All kapton strips are held by a

front of them without interaction. In the setup,

carbon fiber tube with a length of 54.5 mm. The usage of materials with a small atomic number
reduces the interaction length of the target and its holder to 1.35%.

Since more central events are of physical interest, the collision centrality is estimated by
the number of hits in the outer time-of-flight detector TOF. Furthermore, a coincidence in time
between a measurement in START and the stop time measurements from RPC and TOF is used
to reduce the number of events that overlap in time, so-called pile-up events. An additional event
quality estimation is provided by the VETO [114] detector that is positioned downstream of the
target. It is a diamond based detector [113] that is used to identify signals correlated in space
and time between START and VETO. Incoming beam particles without a reaction in the target

or a very peripheral target collision are therefore rejected.

2.4.2 Forward wall

The forward wall (FW) detector [123] is installed to extend the acceptance in the low polar
angle region in order to measure the spectators of the collision. It is situated seven meters
downstream of the target and placed behind a helium balloon to reduce the multiple scattering
of the spectators. The detector consists of scintillators together with photomultiplier tubes and
covers an area of 1.8 m x 1.8 m which corresponds to a polar angle coverage of 0.3 < © < 7.3°.

In total, 288 elements are installed and vary in size due to the increased spectator multiplicity
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in the more central region. The cell size decreases from 16 cm x 16 cm to 8 cm x 8 cm cells
and 4 cm X 4 cm towards smaller polar angles. A hole of 8 cm x 8 cm is in the center (see Fig.
2.9).

———— The measurements provide information on
the position, charge and time-of-flight of

i N charged particles. The spectators are iden-

1 HAHEE \ tified via their time-of-flight and energy
A " loss in the modules. In the elementary d+p
I\ un ] ; collisions, the spectator measurement was
\ A used to identify forward going protons to
N / select quasi-free n+p reactions [124]. The

O I information of the spectator position is im-

portant since it is used to reconstruct the

reaction plane and estimate the central-
ity in Au+Au collisions. In addition, the
Figure 2.9: Arrangement of the Forward Wall detector

modules showing the pad sizes. The angular coverage ) o i
is indicated by the the circles. trality determination (see section 4.3). In

spectator measurement is used for cen-

the Au+Au beamtime a time resolution of
oror = 400-500 ps in combination with START is reached and a momentum resolution for

protons is estimated to be 11%.

2.4.3 Data acquisition and trigger

Due to the new challenges, of the high particle multiplicities and reaction rates in Au+Au col-
lisions, the data acquisition (DAQ) system was upgraded [125]. The aim of the upgrade is to
achieve data rates of up to 400 MByte/s which correspond to a rate of up to 100 kHz in light
collision systems and up to 20 kHz in Au+Au collisions. Therefore, a trigger and readout board
(TRB) [126], that handles the read out and data transfer, is used. In addition, a trigger signal
and slow control access is provided.

The recorded data is transported in a common network which is based on the TrbNet pro-
tocol. It manages the data transport from the digital signals that were obtained by converting
the analog information from the front ends. The central trigger system (CTS) controls the data
acquisition and selects good events based on a pre-defined trigger criterion. All the data is
transported via a Gigabit Ethernet connection to the server farm. Four servers, with two event-
builders each, analyze the data event-wise and reconstructed events are written to files which are
saved to the local storage as HADES list-mode data (HLD). Afterwards, the files are written to
the file system (e.g. HERA [127]). The detector hardware is controlled by a slow control system
that is based on EPICS [128]. Besides the controlling of the hardware, the data recording and

the detector parameters are monitored as well.
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2.4. EVENT RECORDING AND CHARACTERIZATION

The Au+Au beam was delivered in 10-second spills separated by a 2-second break. Based on
measurements with the START detector, up to 22 Million ions per spill were reached as maxi-
mum and resulted in approximately 70000 reconstructed events per spill (see Fig. 2.10). In case
of the Au+Au beam time, the physics trigger 3 (PT3) was selected and requires a minimum
number of 20 hits in the outer time-of-flight detector TOF. With this setup 140 TB of data were
recorded in 557 hours of beam. This results in 7.3 - 10° events that were recorded with a data
rate of around 4 kHz sustained rate within four weeks. Since this rate is reduced due to parasitic
users, downtime and the spill structure, the real rate within a spill is about 8 kHz. The data rate
is reduced compared to the design value, but this is caused due to limitations of the detector
load and not by the data acquisition itself [129].

= 80 PT3/Start = 0.62%
a
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Figure 2.10: Performance of the data acquisition during the Au+Au beamtime. The increasing num-
ber of events reduces the efficiency of the data recording.
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Chapter 3

Data processing and track reconstruction

HADES is capable to record data with high event rates. For this reason, an analysis framework
(HYDRA) [130] suited for reconstruction and analysis of many events and tracks per event
was developed. It is based on ROOT [130], an object-oriented framework that is written in the
programming language C++. ROOT is optimized to handle and analyze large amounts of data
and is commonly used in the field of high energy and nuclear physics. Mathematical functions
and operations as well as visualization in multi-dimensional histograms are provided for anal-
ysis. Furthermore, the functionality is extended by packages for specific tasks (e.g. TMVA for
multivariate analysis methods). HYDRA extends the ROOT functionality with detector specific
tasks, functions for track reconstruction and functions for data analysis. An overview of the

analysis chain from raw data to reconstructed track candidates is provided in this chapter.

3.1 Data processing of detector measurements

The data acquisition and storage has been described in section 2.4.3. The recorded data is stored
as uncalibrated data in the HLD files. In order to retrieve fully reconstructed particle candidates,
a track reconstruction needs to be executed (see section 3.2). Simulated data is handled by an
identical reconstruction chain as experimental data, to assure a high comparability. A realistic
simulation of the detector response is necessary to understand how the detector characteristics
affect the particle reconstruction.

In simulation, the heavy-ion collisions are generated using model calculations (see Fig. 3.1).
The transport model UrQMD [131] (see section 1.2.4) is used to generate the global event ac-
tivity. In case rare particle species need to be investigated, an embedding technique is applied.
The particles of interest are generated using the Monte Carlo event generator Pluto [132] and
merged with UrQMD or real events. Typically, such an event contains one embedded particle
per event or sector. In a subsequent step, the simulated particles are transported through the de-
tector material using GEANT [133], which simulates secondary particle production, as well as
energy loss and multiple scattering of the energetic particles. The detector signals of the gener-

ated particles are reproduced in the digitizers. The digitizer is tuned to match with the resolution
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Figure 3.1: Schematic process of the DST production for experimental and simulated data.

of real detector measurements and thus smears the signals in simulation. Afterwards, the data
format for real and simulated data are the same. They only differ in the additional information
of the input particle, that is provided in simulation. The detector measurements serve as input
for track reconstruction, that includes trajectory, momentum and time-of-flight reconstruction.
Moreover, tracking algorithms combine particle tracks from different sub detectors to track can-
didates. All parameters, necessary for the reconstruction procedure, are stored in a database. All
detectors require a calibration to convert the measurements properly to the physical observables.
The calibration is based on the observables provided by already reconstructed measurements.
It is improved iteratively with each generation of data since the newly calibrated data allows
a more precise analysis due to the enhanced data quality. Finally, the reconstructed real and
simulated events and particles are stored as data summary tapes (DST) and used as input for the
event reconstruction. The detailed reproduction of the measurement and reconstruction process
results in a realistic simulation output. The simulated data can be used to test various analysis
techniques and interpret the results, since every simulated track is monitored. Moreover, the re-
production of experimental data allows the usage of the simulation to correct for reconstruction

inefficiencies in real data.
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3.2 Track reconstruction with MDC

Segment reconstruction

MDC cell hits
(calibrated)

Inner segment
reconstruction

Segment vertex estimation

MDC cluster reconstruction

Fake rejection

Found outer
hits?

Segment fit with drift times

MDC track candidate

Inner seg.
combined

Off-vertex track finder

further outer
hits?
\ 4

List of MDC track candidates

(1 inner seg., 0-n outer seg.)
Figure 3.2: Summary of track reconstruction procedure steps. Besides the segment vertex estima-
tion, the segment fitter works similar for inner and outer MDC segment reconstruction. Only an
additional search for off-vertex tracks is included in the inner segment fitter. As a result, only an

inner segment, a MDC track candidate, comprising an inner and outer MDC segment, or multiple of
MDC track candidates are reconstructed.

MDC segment

The measured and stored raw data contains only single detector signals that are not yet com-
bined to full tracks. One specific track finding task is the track reconstruction in MDC. The
main challenge of a proper track reconstruction stems from the high particle multiplicity in
Au+Au collisions. Due to the various MDC layers, many possible track combinations, includ-
ing fake combinations, are possible. Therefore, an elaborated selection method for a pure track
reconstruction is applied (see Fig. 3.2). The track reconstruction searches for an inner MDC
segment and for one or multiple suited outer MDC segments. A reconstructed inner MDC seg-
ment is combined with all suited outer MDC segments. This results in one or multiple MDC
track candidates. The reconstruction will be explained in more detail in the following.

The starting point of the track reconstruction are the hits in the inner MDC segment. They
are used to determine the reaction vertex position by projection of the MDC clusters on a plane
with a reference point within the vertex range. Only the z-vertex position of the so-called cluster
vertex is determined. Once this position is determined, the clusters of the inner drift chambers

are reconstructed. Wires from each layer are summed up and show maxima in case of correlated
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wire positions (see Fig. 3.3 (left)). At this stage, fake contributions of close clusters are already
removed by investigation of the MDC layer hit patterns.

Subsequently, the wires are combined by the prefit procedure. In this reconstruction step,
all cluster hits are compared to a track segment assumption using a straight line. The straight
line with the smallest deviation from the signals is selected within the prefit procedure. A vertex
position is neglected for this reconstruction step. A more precise segment is estimated by the
segment fitter, using the values estimated with the prefit procedure as starting point. This reduces
the probability for misidentification of a local as a global fit minimum. The final segment fitter
i1s more precise than the prefit because of the inclusion of drift times and errors in the fitting
procedure. By inclusion of the drift time, the distance of the possible hit to the wire is restricted.
The signal position reduces from the whole area of the cell to a tube-like area around the wire
(see Fig. 3.3 (right)). Due to the reduced area and the already determined start parameters for
the segment fit, a more precise position of the segment is obtained. Finally, a segment is further

used in the track reconstruction procedure if at least nine layers contributed to the segment.

Projected Track
sensitive
volume of ) )

cell Drift distance

‘'shadow”

Project

Cell plane
P ddar - drift distance calculated
Event vertex from measured drift time

Figure 3.3: Left: Hit finding procedure in the MDC chambers. Fired drift cell volumes are projected
onto a plane, that is perpendicular direction of the particle track, and result in a peak structure in
case of a particle hit. Only a high number of correlated signals in wire planes returns a signal that
is perfectly separated from background. Right: Application of calculated drift time to reduce the
possible track position inside a cell. The allowed area for a track is reduced from the cell size (grey)
to two bands left and right to the sense wire (red).
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Figure 3.4: Left: Application of the kick plane track finding procedure. The influence of the mag-
netic field on the particle track (blue) is approximated by a local momentum kick. An inner segment
that matches with an outer segment in a physically possible region is considered as track candidate.
Right: Possible Track candidates and their deflection (A X = Inner segment, AY = Inner segment).
The angular selection region varies with the azimuthal and polar angle of the inner track segment.
Good tracks are shown as colored distribution while fake tracks are marked by black points. The
selection area is indicated by the red line.

For the search of suited outer segments for the recon- LC>>’ 1: ﬂi’ Jf
structed inner segment, a so-called kick plane method fg_) 0.8l +**$Ij‘tittj:tiﬁ #
is used. It is a simple approximation of the parti- M | }

cle deflection by assuming a momentum kick due to 0.6: D

the magnetic field (see Fig. 3.4 (left)). Once the hit [~ -
point on the kick plane is estimated, it is used as ver- 0.4r .

tex for cluster finding in the outer MDC chambers. 0l ©

The search area is restricted to the physical region of i

particle deflections (see Fig. 3.4 (right)). Similar to ol \+ R B R B

. . 0 02 04 06 08 1
the inner segments, also fakes in the outer segments p [GeVic]

are removed to achieve a clean MDC cluster sample.

The outer MDC segment is estimated with a straight Figure 3.5: Tracking efficiency for three
line in the prefit procedure. Analogously to the re- Particle species obtained from simulation.
construction of the inner segment, the final estimation of the outer segment is obtained by a fit
including the drift times.

Finally, a combination of all matched inner and outer MDC segments is obtained as MDC
track candidates. As a result, Fig. 3.5 shows a tracking efficiency of around 90% for leptons over
a broad momentum range. Only for momenta smaller than p < 0.18 GeV/c an efficiency drop
due to the larger track curvature is present. Heavier particles have similar maximum tracking

efficiency value.
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3.3 Momentum reconstruction of charged particles
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Figure 3.6: Left: Sketch demonstrating the interplay of MDC and magnet for momentum recon-
struction. The relative field strength is indicated by the colored lines and the numbers represent the
magnetic field strength in tesla at the corresponding position. Reconstructed segments (solid lines)
and connected by a reconstructed particle trajectory (dashed) between the drift chamber segments.
[105] Right: Comparison of the momentum resolution for three momentum reconstruction methods
revealing the Runge-Kutta method as the best one. A decreased resolution at higher momenta is
caused by the smaller deflection angle for particles while having the same spatial resolution for the
position measurement.

The particle trajectory was estimated by the MDC track candidate reconstruction in the previous
section. Using this trajectory allows to determine the momentum by the deflection of the particle
due to the magnetic field (see Fig. 3.6 (left)). The particle deflection Ap'is caused by the Lorentz
force F = q(v x 5), where B is the magnetic field and ¢ the particle velocity. The total
deflection of a particle is given by the difference of the incoming (p;,) and outgoing (pou:)

momentum vectors:
Aﬁzpolt—p?nz/ﬁdtz—q/éxdg 3.1

As given by the formula of the Lorentz force, the particle deflection is oriented perpendicular to

the magnetic field. Due to the magnet construction, particles are dominantly deflected in polar

angle direction and the angular difference is given by:
A0, |Ap]

sin(—

= = 3.2
2) 2151 (3.2)

In order to improve the momentum resolution, the wire planes are oriented perpendicular to the
direction of deflection. This results in a higher spatial measurement precision in the polar angle
direction which improves the momentum resolution. The kick-plane, spline and Runge-Kutta
methods are available for momentum determination [105]. Their differences are a trade-off

between computation time and momentum resolution.
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The method with the lowest requirements is the kick plane method, using the kick plane ap-
proximation that was already applied for track reconstruction in section 3.2. In this approach,
the deflection in the space between the inner and outer drift chambers is substituted by a sin-
gle momentum change at the kick plane position. The momentum value is obtained by a look
up table which was computed in advance. In Au+Au data, this method is only used for track
reconstruction', since the following methods provide more accurate results. The first approach
for momentum reconstruction in Au+Au is the cubic spline method. A cubic spline function is
taken as assumption of the particle trajectory. A minimization of a cubic function, that describes
the particle trajectory, is applied and used to estimate the momentum of the particle track. In
this procedure, the MDC hit positions are not modified to improve the results. At the end, sys-
tematic corrections have to be applied since the trajectory of a charged particle is not modeled
exactly.

A more precise momentum value is determined by the Runge-Kutta method of the fourth
order [134], which is used for particle trajectory reconstruction (see Fig. 3.6 (left)). It solves
the equations of motion of a particle propagating through a magnetic field. The momentum,
polarity, vertex and direction of the track are needed as input and provided by the spline method
and the segment fitter. For the preparation of the fit, the Runge-Kutta propagation is used to
calculate errors for the x? fit. Therefore, the input values for the propagation are varied in each
direction separately and propagated by the Runge-Kutta method. The resulting propagation is
used to evaluate the errors at the layer positions. Finally, a least-square minimization procedure
optimizes the particle trajectory for the given layer hits in order to determine the momentum.
Also, a modification of the MDC hit positions is allowed to improve the fit quality.

Besides the momentum and the initial direction of the track, a specific track quality x%x
is provided as output value. A comparison between the different reconstruction procedures is
presented in Fig. 3.6 (right). As a result, the spline and Runge-Kutta approach achieve a much
better momentum resolution than the kick plane method over a broad momentum range. Fur-
thermore, the Runge-Kutta precision is always better than the spline method. The improvement

is the largest for low momentum particles.

3.4 Spatial MDC-META matching

In order to enrich the information of a reconstructed particle track, the MDC track information
can be combined with the time-of-flight measurement. Therefore, the position of a track in the
Multiplicity Electron Trigger Array (META), which includes the RPC, TOF and Pre-Shower
detectors, is estimated. Thereof, only RPC and TOF are of interest since the Pre-Shower detector
does not provide a precise stop time measurement. Subsequently, the measured signals in the
META detectors are reconstructed and matched to the MDC track candidates (see Fig. 3.7
(left)).

ISee section 3.2
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Figure 3.7: Left: Sketch of the META matching procedure. Right: Position resolution for three dif-
ferent energy loss classes (MIPS = minimum ionizing, MEPS = medium ionizing, MAPS = maxi-
mum ionizing). It is estimated by distance to the reconstructed Runge-Kutta tracks to the correspond-
ing META hits. A comparison between simulated and experimental data shows a good agreement
between both.

The signal in RPC and TOF is reconstructed by a measurement of the left and right signal.
Attenuation due to the detector modifies both signals differently, for which reason the resolution
depends on the signal attenuation. The RPC has a negligible attenuation, that only the resolution
in TOF has to be adjusted. Finally, a quality estimator for the position resolution in x direction
(METAQa) is provided by:

METAQa = (3.3)

X
o(E)
To search for possible matching META signals, the particle’s Runge-Kutta trajectory is extended
to the them. The Runge-Kautta hit is required to point within the active volume exactly, besides a
deviation” factor to account for pointing uncertainties of the Runge-Kutta track due to multiple
scattering. For every track, up to three reconstructed META signals in the detectors can be
combined. The best candidate is chosen by the matching quality, which allows to determine the
track direction with excellent precision. The resolution depends on the energy loss (see Fig. 3.7
(right)) of particles traversing within the rod and is described in units of the standard deviation

g.

3.5 Time-of-flight reconstruction

HADES’ main particle identification technique is based on the velocity-momentum correlation.

The momentum is obtained from the bending of the trajectory in the magnetic field, and the

2The deviation factor is set to 4 mm for a straight line and rises for tracks with smaller momenta since they are
more strongly distorted by multiple scattering.
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velocity from the particle’s time-of-fight. Its reconstruction requires the measurement of a start
tstart and stop tg,, time and the length of the particle trajectory [. The start time is measured by
the START detector and the stop time by the TOF or RPC detector.

The start time is given by the measurement of the absolute time in the START detector, that
is produced by the Au ion while crossing START before a collision with the target. Compared
to the start time measurement, the ones in the stop detectors are more complicated since their
rod length is much larger than the travel distance of a signal in the START detector. A particle
crossing one of the stop detectors creates a signal that travels to both ends of the detector with a
group velocity v,. On the right and left end of a rod the times ¢; and ¢, are measured. The time

of flight is estimated by:

TOF = 2(t1 4+t — = — ttars + teom) (34
2 Vg
where L is the rod length and v, is the group velocity of the propagation in the scintillator
or the electrode of the RPC, the tg;4,+ 1S the time measured by the START detector and ¢,
comprises the different correction terms of the time measurement, mainly a constant offset and
the walk correction needed for both detectors. The nature of the walk effect is the correlation of
the measured charge and the time the signal crosses the threshold. The smaller the charge, the
the larger the time to cross the signal threshold. The measured time-of-flight is then combined
with the track length, given by the RK method and the particles velocity is obtained.

After matching of the MDC track with one of the META detectors, for every track its mo-
mentum, polarity, specific energy loss in the tracking detectors and the velocity is known. With
that information a particle identification hypothesis can be done. As last step of the time-of-
flight technique, a procedure to improve the start time is performed to enhance the separation
power of the particles with velocities close to that of light. This technique is called 7j re-
construction. For such a purpose, all the reconstructed tracks are pre-identified and their four
momentum is calculated. After that, an expected time-of-flight is computed, considering the
different detector response, energy loss and the multiple scattering previously studied in monte
carlo simulation. With that value, the difference to the real measurement is obtained, as well
as its uncertainty. Then, for each track, the weighted sum of that differences is calculated for
all the other pre-identified particles in the event. Finally, the obtained correction is subtracted
and the velocity is afterwards re-evaluated again. As shown in Fig. 3.8 (left), this procedure is
multiplicity dependent. The more identified tracks in the event, the better is the determination
of the collision time. This improves the START time resolution from a constant value of 57 ps
to 54 ps in case of peripheral and to 31 ps in case of most central events. This reduction allows
to achieve a resolution of 81 ps for electron tracks in the RPC detector, extending the separation
power of electrons and positrons from charged pions by the ToF technique to momenta around
500 MeV/c of (see Fig. 3.8 (right)) [135].
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Figure 3.8: Left: Collision time determination in HADES as a function of identified track multiplic-
ity used in the TO algorithm. For central events a time resolution of about 31 ps is achieved, for the
smallest multiplicities the accuracy is about 54 ps. The diamond START detector has a resolution of
57 ps (dashed line). Right: The velocity distribution as a function of momentum demonstrates the
separation power of the velocity to determine a specific particle species.

3.6 Ring reconstruction in the RICH detector

The aim is to search for ring shaped photon distributions in the RICH detector. Found ring
signatures will later on be matched to tracks reconstructed with MDC. In case of a spatial
matching between ring and track position, this track is assumed to be an electron candidate. For
the ring signal search in the RICH, all single photon hits on the pad plane are used. At first,
a cleaning and labeling procedure is executed. It is followed by the execution of two different
ring finding procedures [136].

The cleaning procedure before the ring reconstruction is helpful since background contribu-
tions (e.g. like electronic noise or correlated background hits) disturb the ring finding methods.
A detailed discussion of the influence of noise is given in section 6.2.2. Groups of pads that
contain at least one pad with a very high charge are claimed to result from a direct impact, of
particles originating from the target region. Those hits on the RICH pad plane are removed.
Additionally, single pads with a small charge that are isolated by seven empty pads are also re-
moved. Due to the small occupancy of the RICH detector, a labeling procedure is performed in
the next step. In this step, only regions containing groups of pads are marked as possible search
areas for rings. This reduces the time needed for the ring search and thus the computation time.

One algorithm for the ring search is the pattern matrix method. An 11x11 matrix describ-
ing a ring pattern is compared to the hit distributions on the pad plane in order to estimate the
ring quality. The pattern matrix ring mask was estimated by collecting hit distributions from
real measured rings. As an output the matrix is filled with positive and negative weights, sym-
metrized and normalized to zero (see Fig. 3.9 (left)). The actual search is performed for each

pad position of the already defined search areas. For fired pads inside the matrix, each weight
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is added to produce a quality observable as output. A good ring will return a high quality since
most of the pads match with the ring shape. Hits not matching with the ring shape, that are
caused by background hits, decrease the ring quality due to the negative weights. The position
with the best pattern matrix quality is chosen as the ring position.

A second approach for ring finding is the Hough transform. It uses a specific geometrical
pattern and parametrization as input. Hence, a circle with a radius of four pads is given as input.
The procedure combines three randomly fired pads belonging to the same search region. A ring
is fitted to every combination of pads. This step is repeated for all combinations and is only
restricted by the minimum position of half the radius between two pixels. As a final result, a
two dimensional distribution of the x and y position of the ring center is received (see Fig.
3.9 (right)). The maximum of this position distribution marks the center position of the ring.
The number of positions in the same bin mark the quality of the Hough transformation. This
method is less influenced by noisy pads but might misidentify large particle clusters as rings.
Both algorithms have different advantages and disadvantages. The pattern matrix algorithm is
fast but has a worse accuracy in case of influence of noise to overlapping rings. In contrast to
the pattern matrix, the Hough transformation is more flexible and does not strictly depend on
the ring radius. But large clusters may be also identified as a ring. In conclusion, a good ring
requires an agreement of both ring finding procedures. This helps to reduce the number of fake

rings.

Figure 3.9: Left: Weight distribution of the pattern matrix mask. It contains positive values on the
ring shape and negative values outside and inside the ring shape. Right: Schematic application of
the Hough transformation, that selects three single pads and searches the best ring solution. The
resulting pad position is plotted and the most probable position is chosen as ring center.
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Chapter 4
Event reconstruction

In the previous chapter, the reconstruction of particle detector signals from their raw measure-
ments was presented. All track candidates, that were reconstructed are stored in DST files
events-wise. However, a quality and characterization of tracks and events was not performed
yet. To improve the data quality, single events are removed by applying event quality observ-
ables. The resulting data sample can be used to estimate the detector performance as a function
of time to exclude measurements from periods with unstable detector performance. In addition,
the reconstructed tracks are used to estimate the collision centrality. Finally, tracks are selected

from the list of track candidates of reconstructed events.

4.1 Event selection

One of the requirements to obtain a high purity electron sample are clean events. However, the
sample of all events is contaminated by bad events which need to be excluded from the analysis.
The measured event properties are restricted to remove bad quality events. Overlapping events,
so-called pile-up events events, contribute as main source for event distortion. Also, a wrongly
estimated start time will lead to shifts in the time-of-flight of particles and modify the particle
velocity distribution. A large temporary noise contribution can produce multiple detector hits,
making a precise event reconstruction impossible and needs to be removed as well. Moreover,
measurements need to be constrained by their event properties (see section 4.3) since it is of
interest to extract trends depending on the event characteristics. The event selection is based on

the following standard selection criteria:

* Good trigger (PT3): Peripheral events are excluded by requiring the PT3 condition
(i.e. at least 20 hits in TOF).

* Good cluster vertex (Good vertex): The cluster vertex is determined by projections of
the MDC hits to the target region and has a good resolution in z direction. It is used to
reject reactions of beam ions with material around the target (e.g. target holder, START

detector) by requirement of vertex position z > —65 mm.
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* Good candidate vertex (Good vertex): Conditions applied to the candidate vertex are
stricter, since at least two fully reconstructed candidates are required. This improves the
reliability of the estimated vertex position. Moreover, the candidate vertex has also a good

resolution perpendicular to the beam axis

* Good START: A well defined event requires a measurement in the START detector to
estimate the time-of-flight of particles.

* No pile up START: The event is removed in case a second cluster is measured by START.
This criterion rejects pile-up events.

* No VETO: The VETO is used to measure whether a collision with the target took place.
Without a collision in the target, a hit in the VETO is expected within the time range of
=+ 10 ns around the START hit.

* Good VETO START: Requires a time range of 15 ns < 7 < 350 ns without an additional
START signal correlated to a VETO signal within a time window of + 2 ns.

* Good META START: The event is removed in case of an additional START hit in a time
window 80 ns < 7 < 350 ns which is also correlated to META hits.

* Good sector (Event characteristics): The definition of good sectors is based on the
lepton file list explained in section 4.2.

 Centrality selection (Event characteristics): Only events between 0 — 40% centrality

are chosen for the analysis (see section 4.3 for centrality estimation).

* Reconstructed reaction plane (Event characteristics) : Events without a reconstructed
reaction plane are rejected, since this information is needed to estimate the combinatorial

background in the pair analysis properly.

All conditions listed above are applied as event selection criteria. All of those were tested sys-
tematically by application to data analysis. Their impact was evaluated by quality differences
of the dielectron signal !. A smooth invariant mass distribution is expected and indicates a good
quality of the event sample. Several combinations of removal criteraia were tested. This analysis
has shown, that GoodSTARTVETO and GoodSTARTMETA offer the smallest improvements in the
signal quality of the invariant mass spectrum. Anyhow, latter ones do only reject a few events
in total and are therefore included in the event selection. For the characterization of the event,
its multiplicity class is estimated and only events within multiplicity range from 0 — 40% are
used. This range is chosen as to be unaffected by uncertainties of centrality estimation close to
the trigger edge (=~ 45%). Furthermore, each collision is characterized by the orientation of its

event plane, which is reconstructed by the forward wall. In case no event plane is reconstructed,

I'See chapter 8 for reconstruction of the invariant mass spectrum.
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Figure 4.1: Reduction of events at each step of the selection procedure. The number is normalized
to the number of PT3 events.

the event is rejected. Events taken in periods when single detector systems were not fully opera-
tional, e.g., trips or FEE failures, are rejected based on the file list estimated in the next chapter.
At least four sectors have to operate normally, otherwise the event will be rejected. Figure 4.1
shows the reduction of the number of events when applying the event selection criteria step-by-
step. After application of all event selection criteria, the data sample used for dielectron analysis

contains 2.6 - 10? events.

4.2 Sector quality estimation

In order to obtain a most realistic detector performance in simulation, detectors including their
efficiencies are modeled within digitizers [105]. A temporary reduced performance of single
sectors is not considered by the mean efficiency in simulation. In order to identify low perfor-
mance events, an analysis of the stability of single sectors is analyzed in experimental data. The
aim is to remove only low performance sectors from analysis instead of neglecting the whole
event. Since the electron and hadron identification is based on different detectors, the evalua-
tion of the sector performance should be done separately for the hadron and electron analysis.
The hadron track identification is mainly based on the MDC operation but also influenced by
the time-of-flight measurement. Hence, the track stability is estimated by the number of recon-
structed charged pions, that are identified using particle velocity and momentum constraints in

a 30 region around the mean values. The lepton efficiency depends additionally on the signifi-
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cance of the RICH response. Therefore, the RICH performance is monitored by the number of
reconstructed rings.

As an example, the number of reconstructed pions and rings for a single day of Au+Au beam
time is presented in Fig. 4.2. Besides sector 2, all sectors show a stable number of reconstructed
pions over the whole time period. Only very small and smooth or very short but stronger changes
in the number of pions appear. Simultaneous changes of all sectors are an indication of an
external (e.g. change in beam intensity) source that affects the efficiency. In case of the number
of pions, sector 2 shows a strongly reduced performance which is also fluctuating and sometimes
below 0.2 pions per event. A more detailed explanation for the reduced number of pions is given
in chapter 6.1 by estimation of the layer efficiencies in each chamber.

The measurements of reconstructed rings are independent from the tracking detectors. As
a result, the efficiency of sector 2 is as good as for sector 1. In comparison to the number of
pions, the number of reconstructed rings in the RICH fluctuates more and sector 3 shows losses
of efficiency multiple times. The losses in this sector are reduced in the following days due to
execution of a high voltage ramping procedure to prevent streamers. This procedure reduced
the detector performance losses to less than five minutes once per hour.

This analysis provides two separate lists of all files, storing the detector performance sector-
wise for electrons and hadrons. A good hadron identification performance requires the number
of reconstructed pions to be within a range of £5% around the truncated mean of charged pions
which estimated for each day separately. However, sectors that are continuously operating with
reduced performance (e.g. MDC sector 2), that are indicated by a small number of reconstructed
pions, are marked bad as well. In case of leptons, the fit ranges for the mean number of rings are
+15% (sector 0,4,5) or £20% (sector 1,2,3) around the truncated mean value since the number
of rings is more unstable. A well performing electron identification requires a sufficient number
of reconstructed pions and rings as well.

By investigating the mean number of rings per day, a continuous decrease during the beam
time is observed for all sectors. Sector 5 shows 0.5 rings per event at the beginning while only
0.4 rings per event are measured 22 days later. The RICH digitizer is tuned to the mean value of
the simulation whereas an analysis of the full data set does not require an additional correction

factor for the continuous performance decrease.

64



4.2. SECTOR QUALITY ESTIMATION

® Sector0
E 1.2 :l 1 T 1 T T T T 1 T T 1 T 1 T 1 T T 1 T T T T 1 T 1 1 T 1 T 1 o 222:2:;
(O] — e Sector3
> 11 e Sector4
w — e Sector5
~ 1 — ]
o F s
o 0.9 %‘" O I T n r o ==:E
o =
4 0.8 : =3
o[ R = jpr—— E
€ o6 b f + =
3 E oyl 2
& fy b # i3
04 F $t ' t ﬁ t } —
- + ! { iy E
031" g, 4 Pt E
= Lo gt L | | | | [ |“l | | |
0 1 1 L 1 L 1 L 1 L 1 1 L 1 1 1 1 Il 1 | L 1 L 1 Il 1 1 L 1 1 1 1 L 1 Il 1 Il
. 20 40 60 80 100 120 140 160 180 200 220 240
10000*Hour+100*Min+Sec
® Sector0
0-7 _I T T T T T I T T T T T T T T T T T T T T T T T T [ T T T T T 1 T : g:z:g::;
+J [ ® Sector3
!Q:) N e Sector4
S 0.6 — e Sector5
L
~
2]
(@]
£
(2’4
Y -
o —_——
o -
a = ’g +
== -~ () ¥ hg 3 ¢ =
E b Ty e T e g
0.2 bbbt \ by, ' -
< k $ ! ¢ y ! ¢ S -
SR SIS ST T R S SO T LR S ]
0= ¢+ + & t MR + N -
- bbb b bt E
o b b oS w+m+n$mu+ S R I TS
_I 1 1 | L 1 ’I *I | | L 1 | 1 L 1 | 1 1 | 1 1 | | 1 | L I 1 L 1 | L L 1 | L 1 L | 1 1 L I_I 10
40 60 100 120 140 160 180 200 ‘220 240

10000*Hour+100*Min+Sec

Figure 4.2: Mean number of pions (Upper) and rings (Lower) per event together with the mean
value (solid line) for a single day. All tracks within the given range, which is indicated by the
dotted line, are considered as good sector for particle identification. Good lepton files require a good
number of pions and RICH rings. Each point covers the time period of the recorded file. The rejected

files are marked with small error bars.
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4.3 Event centrality determination

L A B e L A B A comparison of the particle pro-
duction for different centralities al-
lows to trace physical effects depen-
dent on the track multiplicity per

event. Considering the event activ-

ity helps to obtain more precise re-
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Figure 4.3: Colliding nuclei from two different perspectives. rameter b, that describes the dis-
Due to the finite impact parameter b = 6 fm, the nuclei are (4106 of the collinear ion trajecto-
not overlapping completely. Spectators are nucleons without

interactions. They are marked by paler colors. ries. A smaller impact parameter

corresponds to a larger overlap area
resulting in a high particle multiplicity in the detector acceptance. Consequently, a higher num-
ber of measured particles is correlated on average to a more central event. In the Au+Au beam
time the PT3 (see section 2.4.3) with a minimum of 20 hits measured with TOF was used as
minimum criteria for event selection.

One of the approaches to model the particle multiplicities of two colliding nuclei is the
Glauber Model [137]. Its basic assumption are that all nucleons travel on straight trajectories
throughout the collision. Each nucleon is expected to move as a straight line and is excited due to
the collisions. This assumption is valid at low collision energies, since the Glauber model results
agree with those obtained from Au+Au collisions at 1.23 A GeV simulated with UrQMD. Every
nucleon that had at least one collision is called wounded or participating nucleon. Nucleons that
collided are tagged as wounded nucleons, while all others are tagged as spectators (see Fig. 4.3).
A comparison of the model results to data helps to connect the multiplicity in a single event to
its centrality.

For the centrality estimation in Au+Au data, at first the impact parameter is generated ran-
domly according to a probability distribution. In the following, nucleons inside the nucleus
are generated randomly according to the radial density distribution (e.g. Woods-Saxon shape).
The repulsion inside a nucleus is modeled by requiring a minimum distance between each nu-
cleon. During the collision step, a check, whether a reaction with another nucleon took place,
is executed. In the final step, quantities like the number of wounded nucleons or number of
binary collisions are extracted. But those quantities are not directly measurable and therefore
called pseudo-observables. In any case, using the assumption that the particle production scales
monotonically to those observables, one can use the number of participants in convolution with
a particle production model to calculate the multiplicity distribution.

As a result, the reaction centrality is obtained in dependence of the impact parameter (see
Fig. 4.4 (left)) [138]. But, due to the limited number of particles the different centrality classes
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Figure 4.4: Left: The impact parameter distributions for Au+Au minimum bias collisions and 10%
centrality classes are shown. The overlapping circles indicate an average overlap between two nuclei
of events from the corresponding centrality class. Right: Relation of centrality class to number of
META hits.

are overlapping. Anyhow, 10% centrality classes are separated well enough to analyze central-
ity dependent trends of various physics observables. In order to define the centrality classes in
experimental data, the impact parameter must be related to a real observable, e.g. number of
particle tracks, number of META hits or hits in the forward wall detector. All three observ-
ables are applied as centrality estimator, but the number of META hits is the most precise and
therefore chosen for centrality estimation in this analysis (see Fig. 4.4 (right)).

4.4 Preselection of tracks

During the track reconstruction, detector hits in all systems were assigned to track candidates
and stored in DST files (see section 3.1). In this procedure, all matching candidates were com-
bined and the usage of a single MDC segment for multiple track candidates was allowed. For
that reason, a large number of combinations is available. The aim is to reject fake matches and
select only true tracks, for which reason the track parts are only allowed to be used once. In
order to reject fake matches of detector signals, track candidates using the same detector hits
are sorted by their Runge-Kutta quality x%. Finally, only the candidate with the best matching
quality (x%x), out of all candidates using the same track part, is chosen. In addition, selection
criteria can be applied to pre-select a specific particle species. For example, hadronic tracks can

be removed in first place by conditions on physics observables, e.g. velocity 3.
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4.4.1 Track-sorting procedure

Every track candidate is required to have an inner

List Inner Outer | RICH

Position| seg. ID | seg.ID | Ring ‘ \CLEUA  and outer MDC segment with a successful Runge-

1 1 1 v B=060 Kutta fit as well as a META hit. However, every inner

MDC segment can be used for multiple track can-
2 1 2 X B=093 | didates by combinations with different outer MDC
segments. All track candidates sharing the same in-
3. 1 1 v\ B=098 | per MDC segment are sorted in a list by track quality
X%k (see Fig. 4.5). x4, is a good measure of qual-

4. 1 3 v B-091 ity since it provides information whether the segment

combination is well described by the particle trajec-

Figure 4.5: This is an example list that tory through the magnetic field. Since the usage of

shows how the track sorting criteria mod- €very track hit is allowed only once, solely the first
ify the chosen track. Requiring a RICH ring  track of the list is chosen. This list is modified by re-
and a velocity 5 > 0.9, removes the first
two candidates. Out of the remaining two,
only the one with better quality (no. 3) is
used in further analysis. standard set of selection criteria for electrons and

moval of candidates due to application of additional

requirements to the track properties. There exists a

hadrons. Those criteria limit the velocity to 5 > 0.9
and the matching in the META detectors in direction along the rod (MetaQa < 3 ). Furthermore,
the track position of the electron or positron candidate is required to match with the one of a
RICH ring. As a consequence, the number of candidates in the list is reduced and therefore
rearranged. Finally, the track candidate at the top of the list is chosen as particle candidate (see
Fig. 4.5).

4.4.2 Impact of track sorting on simulated and experimental data

The impact of the track sorting in experimental and simulated data is checked to estimate the
quality of the simulation. Therefore, the track candidates are compared before and after applying
the track sorting to simulated and to experimental data for the 40% most central events.

Before the track sorting, the fraction of tracks with certain input characteristics is plotted
in Fig. 4.6 (left). In experimental data, 12% of tracks candidates not contain an outer segment,
while 18% tracks do not comprise of a signal in the META detector. Only 2.6% of the tracks do
have any signature in the RICH because most of the tracks are of hadronic origin. Less tracks
(0.6%) contain RICH information obtained by backtracking (see chapter 5), since the RICH
rings are allowed to be matched in a larger area (8°) around the track position.

The comparison of experimental to simulated data reveals differences in the occurrence of
tracks with META signal in the order of 9%. Another discrepancy appears in case of back-
tracking information. Less track candidates have a ring information in simulation. A measure

of the quality of simulation is provided by comparison of track quality (y%) in experimen-
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tal and simulated data which is presented for different centrality classes (see Fig. 4.6 (right)).
The number of tracks with large % values in the most central events is enhanced. Due to the
fact that more tracks complicate the track reconstruction, they enhance the probability of fake
combinations. Consequently, the track quality depends on the particle multiplicity in the event.
Furthermore, the simulation underestimates the number of tracks with large y%; values due to
a lack of reproduction of cross talk in simulation. However, the region with small Y%, values
shows good agreement.

In order to investigate the track selection performance for electrons, the cuts on observables
are applied and show a strongly reduced number of particle candidates per event in Fig. 4.7
(left). Besides the removal of events with an artificially high number of tracks, also the agree-
ment between the number of tracks in simulation and experimental data improves dramatically.
This allows to perform the analysis in simulated data in order gain a better interpretation of the
analysis steps. The comparison of the fit quality of used to rejected tracks reveals a reduction
of tracks with bad quality values Fig. 4.7 (right). However, the deviation between simulated
and real data at high y% - values is still present for which reason an additional constraint of the
quality value for further analysis is indicated (see section 7.2).
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Figure 4.6: Left: Number of tracks with signal in each specific detector normalized to the number of
all tracks with inner track segment. Results for experimental and simulated data are shown. Right:
Quality of the Runge-Kutta track fitting (X%{ ) for simulated (dotted) and experimental (solid) data.
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Figure 4.7: The number of tracks (left) and the quality of the momentum fitting XQR i (right) for
used and rejected tracks in simulated (dotted) and experimental data (solid). Both figures show the
results before (blue) and after (red) applying track selection criteria.

70



Chapter 5

Backtracking for electron identification
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Figure 5.1: Side view of the RICH detector demonstrating the detection mechanism with backtrack-
ing. A e~ track emits Cherenkov radiation (blue) and the ring centroid can be estimated using the
angular information reconstructed by the MDC chambers.

Measurements of dileptons are dominated by hadron tracks and suppressed by a branching ratio

of ~ 1075 with respect to hadronic decay channels of vector mesons. Additionally, dileptons

are produced below the elementary particle production threshold at SIS18 energies and there-

fore produced in approximately one out of 100 heavy-ion collisions only. An investigation of

such rare probes requires a high efficiency electron and positron' identification and a proper

background subtraction in order to obtain a high purity data sample. The actual electron iden-
tification with HADES is mainly based on the RICH detector (see section 2.3.1). As described

Tn the further course denoted as electrons.

71



CHAPTER 5. BACKTRACKING FOR ELECTRON IDENTIFICATION

in section 3.6, electrons create ring distributed signals that are identified by a pattern search
algorithm. Further particle reconstruction combines the measurements of the RICH detector
with the MDC tracks. If the position of the ring centroid and a track match, this combination
is considered as a electron candidate. This identification procedure was applied successfully in
previous experiments and in the Au+Au beamtime [139]. Due to challenges of the high multi-
plicity environment in Au+Au collisions, possible improvements in efficiency and purity might
be helpful. Another challenge for the ring finder is the identification of electron pairs with a
small opening angle. Since rings start to overlap for opening angles smaller than 4°, the ring
shape gets distorted. In this case, only one or even only one distorted ring is reconstructed and
the electron partner will not be identified. This is one of the most dangerous sources of the
combinatorial background.

Therefore, a new concept to improve ring finding by usage of tracking information, obtained
from the inner MDC segment, has been developed. This concept is called backtracking. In this
approach, the track position is used to predict regions of interest in which the RICH response is
evaluated. This method is expected to enhance the electron identification efficiency, due to de-
creased degrees of freedom by fixing the ring position. Moreover, the reconstruction efficiency
for pairs with small opening angles should improve since with this approach, instead of one,

two tracks can be identified as electrons and used to reconstruct the electron pair.

5.1 Concept

Instead of using the RICH detector as an isolated system, backtracking uses information from
tracking and time-of-flight detectors in HADES for electron identification. Before the electron
signal search in the RICH, criteria on the specific energy loss measured in the drift chambers
and the velocity measured by the time-of flight detectors are applied to preselect electron candi-
dates. Only for selected electron candidates, the position information provided by the tracking
detectors is used to estimate the position of a possible signal in the RICH (see Fig. 5.1). The
region of interest (ROI) in which photon hits are expected is defined and compared to the RICH
response. An analysis of RICH hits in the region interest allows the identification of good elec-
tron candidates.

5.2 Implementation

5.2.1 Candidate preselection

The main challenge for the electron identification with backtracking is the contamination by
hadrons. Since the calculation time of backtracking information increases linearly with the num-

ber of tracks, the performance worsens significantly with high track multiplicity. Moreover, also
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Figure 5.2: Observables for backtracking candidate preselection. The particle velocity (left), the
energy loss in the drift chambers (center) and the Runge Kutta fit quality (right) values are restricted
to preselect electrons. The lines indicate the chosen thresholds.

the probability of wrongly identified hadrons increases with the track multiplicity, since random
matches of hadrons to background hits in the RICH become more likely.

This problem is solved by a pre-selection of good electron candidates. Different particle
species are separated by their velocities. Electrons have a velocity close to that of light (i.e.
B =~ 1) while the velocity of hadrons, at the same momentum, is smaller than the one of the
electron (see Fig. 5.2 (left)). For the backtracking procedure, all track candidates with 3 >
0.95 (0.93) are chosen for the RPC (TOF) system. Also, the specific energy loss measured in
drift chambers is larger for hadrons and therefore constrained to values below 10 (see Fig. 5.2
(center)). In order to have a good track quality, an upper limit of 1000 for the X3 of the Runge-
Kutta fit is required as well (see Fig. 5.2 (right)). Track candidates with larger X3, can only be
created by fake matches and are therefore rejected. To avoid the rejection of good candidates,
the multiple usage of inner and outer MDC segments is allowed. In summary, a rejection of
obvious hadrons by preserving almost the full electron signal is achieved.

5.2.2 RICH pad plane position determination

The advantage of backtracking is the application of a given MDC track position to predict a
region of interest for photon hits on the RICH pad plane. The track position is provided by the
Runge-Kutta tracking algorithm. The track is used to calculate the point of intersection with
the mirror of the RICH detector, which is translated to a position on the RICH pad plane (see
Fig. 5.1). The track parameters at the interaction vertex and its position along the beam axis is

needed for a precise position determination of the region of interest on the pad plane.

5.2.3 Parametrization of the region of interest

A starting point for the ring signature search was given by the pad plane position estimated with
the MDC track. However, the region in which photon hits are expected is not yet determined

and requires a parametrization of the ring radius (/?) and width (o). This is done using simulated
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electrons that create Cherenkov radiation. The Cherenkov photons are emitted in a fixed polar

angle relative to the particle’s velocity vector, imaged as rings at the focal plane. Due to the

construction of the experimental setup, rings are not perfectly circular and vary in radius and

width. These effects are caused by the following detector parts:

* Segmented target: The target has a length of ~6 cm. Due to different reaction vertices

the source of emitted electrons is not always perfectly centered in the focal point of the

RICH mirror. Consequently, the ring shape is modified as a function of the vertex position.

* RICH mirror: Deviations from a perfectly spherical mirror generate a smearing of the

photon distribution. Therefore, the width of the photon distribution increases. However,

this effect should be small.

* Pad plane: The most important reason for distortion of rings is the sector-wise planar

RICH pad plane (see Fig. 5.3). Due to this approximation, ring shapes become more

elliptical. This effect is partially reduced by a tilted pad plane and rectangular shaped

pads of varying sizes (see section 2.3.1). However, this effect is still present and more

pronounced at larger polar angles (see Fig. 5.4).

o

UV detector /

Radial focal
plane

Azimuthal focal
plane

Target

Figure 5.3: Electron or positron tracks (ar-
rows) and their Cherenkov radiation is displayed
schematically. The side view includes the ideal
focal planes to display spherical rings on the
pad plane. In addition, the simplified flat plane
is shown. Large differences between both pad
planes result in distorted rings [140].

As a consequence, the region of interest is de-
termined using a ring parametrization depend-
ing on a vertex position, polar angle and az-
imuthal angle. Furthermore, the parametrization
should be described by a small set of parame-
ters and be flexible enough to adapt for changes
in the future, e.g., modified target position or
RICH geometry. Due to internal symmetry, the
parametrization has to be done only for one sec-
tor and can be adjusted to all the others.

As a starting point, simulated electrons are
transported through GEANT and the pad plane
position of their Cherenkov photons is inves-
tigated. Moreover, the electron sources are di-
vided in different bins of reaction vertex, polar

angle and azimuthal angle. In order to get a pre-

cise knowledge about the rings shapes, photon distributions of many rings from the same angu-

lar and vertex region are overlayed. The resulting photon distributions are presented in Fig. 5.4

and demonstrate the distortion of the ring shapes with growing polar angle (©). In order to
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Figure 5.4: Ring shapes generated by overlaying photon hits from rings generated with GEANT.
The left ring is located at a polar angle of © ~ 31° and the right is located at a polar angle of
© =~ 77° while their azimuthal position is in the center of a RICH sector. A comparison reveals

deformations of rings at high ©.

simplify the analysis, the photon distributions are converted to a linear representation by the

application of formulae 5.1 and 5.2:

dz > 0: 4 =
,

der < 0: R
r

where dx, dy is the relative position to the ring
center in Cartesian coordinate system, « is the
inscribed angle and r the radius in the circu-
lar representation. An offset factor of 90° and
270° is added to obtain a function from 0° to
360°. In the r and « representation, changes
in the ring radius and width as a function of «
become more obvious.

The aim is to obtain a polynomial func-
tion that is able to describe modifications of
the radius and width as a function of the po-
lar and azimuthal track angles. Therefore, an
approach focusing only in one inscribed an-
gle (Aa = 8°) bin is used (see Fig. 5.5). The

radius and width is plotted as a function of

arctan(d—y) +90

5.1
JETE G-D
arctan d—y + 270 5.2)
JETE
180°
270°/ 1 £
\ X
OO

Figure 5.5: Schematic division of the ring in in-
scribed angle regions of 8°. The red lines in the up-
per right part of the ring demonstrate the size of the
inscribed angle regions.
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CHAPTER 5. BACKTRACKING FOR ELECTRON IDENTIFICATION

polar and azimuthal angles in Fig. 5.6. In total 45 x 15 x 2 = 1350 polynomial 2D functions
are applied to describe all 45 angular bins, 15 vertex bins, ring radius and ring width.

All functions contain terms as a function © and ® and the correlation of both. The corre-
lation terms are needed to have a proper agreement between the function values and the data.
The radius distribution is very smooth and has no strong modification for different inscribed
angles and is described by a function with eight parameters (see equation 5.3). A description
of the width values is more complicated since for different inscribed angle bins changes are
much larger. In total 13 parameters are required to assure a good description in all regions (see

equation 5.4). The following functions are used to describe the radius and width of the ring:

R(©,®) = ag©® + a,0” + a30 + 440 + a5 + ®(agO” + a70) + as, (5.3)

(0, ®) = O3> +b,0% +b30 + by ®* + b5 D +bgP* + by P+ P+ (bsO? +byO +byo) + b1y, (5.4)

where a,, and b,, are free fit parameters.

Finally, both distributions are well described and the errors are obtained by comparing the mean
deviation between the values estimated with R(O,®) and ¢(O, ®) and the data values. The
average deviations are chosen as errors and result in AR &~ 0.2 mm for the radius and Ao =~
0.15 mm for the width. Large deviations at the sector edges are caused by low statistics and are
therefore negligible. The error of the photon search in a 3¢ interval around the radius sums up
to ATot = AR + 3Ac = 0.65 mm which is far below the pad size and will allow a precise
region of interest determination.

Since the size of the errors is only 10% of the pad size, it allows to describe the parameters
a, of R(©,®) and b,, ofo(O, @) analytically to reduce the number of parameters that need to
be stored. However, this will increase the errors for the calculated radius and width slightly.
Therefore, every parameter a,, and b,, is plotted as a function of the inscribed angle bin («) and
vertex (2) (see Fig. Fig. 5.7). As a result, one two-dimensional distributions for each parameter
is obtained. In total, eight distributions for the radius and 13 two-dimensional distributions for
sigma need to be described.

Those distributions are fitted by a two-dimensional polynomial function (see Fig. 5.7). This
results in eight functions with 20 parameters each to describe the radius fz(«, z) and 13 func-
tions with 20 parameters each to describe the ring width f,(«, z). Finally, the error is esti-
mated, by comparing the radius and width from data to the radius and width estimated with
R(©,®) and o(O, ®), for which the parameters a,, and b,, were estimated using the functions
fr(a, 2),fr(a, z). A check of the error shows that ATot < 1 mm and thus still much smaller

than the pad size itself. This justifies the description of R and ¢ by analytical functions.
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5.2. IMPLEMENTATION

Figure 5.6: First and second moment of the UV photon’s radial distribution in a given angular region
of the ring circumference (A« = 8°), as a function of the location of ring center. Both distributions
show a smooth gradient which allows a fit by a two-dimensional polynomial function. Deviations at
the edges result from large statistical errors or edge effects of partially identified rings.

Parameter

250
@ /2,300
77 s

Figure 5.7: Example of a two-dimensional parameter fit for one parameter describing the radius

(left) and width (right). The largest errors appear on steep rises of one parameter but are still rea-
sonable.
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CHAPTER 5. BACKTRACKING FOR ELECTRON IDENTIFICATION

5.2.4 Ring feature extraction

After determining the region of interest, a
method to identify good rings is needed. In
the beginning, regions of interest are evalu-
ated using the parametrization based on sim-
ulated rings (see section 5.2.3). The region
of interest is determined as R + 3o0. Those
regions are transformed into RICH pad ad-
dresses. In order to avoid pad gaps, which
might appear if the region of interest is at
the edge of a pad, additional smoothing is ap-

. - Fired RICH e d plied. Finally, the region of interest is com-

pared to the fired RICH pads (see Fig. 5.8).

Figure 5.8: Evaluated region of interest on the Subsequently, fired pads matching with the
RICH pad plane (blue). A comparison of hit posi- region of interest are used to estimate mean-

tion with the region of interest is performed for the

basic electron candidate search.

5.3

Software design

ingful observables for electron identification

(see section 5.4).

HReconstructor HParticleBtRingF
\41 HParticleBtPar
111 1 :
ﬂk 1
HParticleBt
L
’ J
HParticleBtAngleTrafo
1 ’—A\
1
HParticleBtClusterF
0..1
1 J
HParticleBtRing HParticleBtRinglInfo

Figure 5.9: UML diagram of classes used by the backtracking procedure. HParticleBt performs
the main task by looping over the particle candidates and calling sub-tasks.
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5.4. RICH RESPONSE EVALUATION

The goal is to provide, in addition to the RICH ring finder, refined observables for electron iden-
tification with the RICH. Therefore, backtracking has to be integrated in the HYDRA analysis
framework [105]. A major requirement is a flexible algorithm which can be easily adapted and
maintained for future beamtimes, where the detector setup might be slightly different. Also the
events are different in their track candidate and RICH hit multiplicity, which requires flexible
handle regarding data storage. As output, a set of observables with a good ring identification
power is needed. Furthermore, the code should allow for future extensions or improvements
of the procedure and the output observables. The understanding of electron signal properties is
important. For this reason, information for visualization should be provided as well.

In general, functions are grouped by their tasks and stored in various classes. HParticleBt
is the main class to manage the backtracking procedure. It is inherited from HReconstructor
to allow a simple integration into the DST production task list (see Fig. 5.9). The tasks which
access the RICH detector information and estimate the region of interest are summarized in
HParticleBtRingF. This class stores the information of pads matching with the region of in-
terest. Often, those pads are grouped with other pads, so-called clusters. The calculation of
cluster information itself is executed in HParticleBtClusterF, which obtains all necessary
input information from the ring finder class. Calculations for cluster properties are done step-
wise for each region of interest and the results are stored in vectors to be flexible regarding
the number of tracks or clusters. All parameters needed for backtracking are accessible via
HParticleBtPar. Since the estimation of the RICH pad plane position from the track position
is complex and used by HParticleBtRingF and HParticleBtClusterF, an additional class
HParticleBtAngleTrafo stores the methods containing geometrical transformations and cor-
rections. After the evaluation of the fired pads in the region of interest, a check for a noisy
RICH sector is performed. If an event contains a noisy RICH sector and a track with back-
tracking information in the same sector, the event will be skipped. In case no candidate is
identified in the respective sector, all candidates with backtracking information are stored. The
information is stored in HParticleBtRing and included in the standard DSTs. Additionally,
HParticleBtRingInfo stores the information for visualization of rings, but it is only stored if
the output is requested specifically by the user.

5.4 RICH response evaluation

A proper electron identification needs powerful observables to distinguish between an electron
signal and background hits. The RICH response is evaluated in multiple steps to provide mean-

ingful observables for electron identification.
1. A search of pads matching with the region of interest is executed (see section 5.4.1).

2. Clusters are estimated, by using the fired pads matching with the region of interest (see
section 5.4.1).
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3. The local maxima for each cluster are searched and their photon position is estimated

with a cluster fit. (see section 5.4.2)
4. A ring quality is estimated utilizing the cluster positions. (see section 5.4.3)

5. The sharing of local maxima with other regions of interest is evaluated to identify over-

lapping rings (see section 5.4.4)

All of those steps and the extracted observables' will be explained in detail in the following

sections.

5.4.1 Sum of pads and charge

The starting point for the RICH response evaluation is the comparison of the region of interest
with fired RICH pads. However, the amount of the measured pads and charge per candidate
varies since the photon emission and its signal amplification is a statistical process. In gen-
eral, pads created by noise have on average lower charges than the ones created by Cherenkov
photons. This helps separating background from signal measurements. Pads above the charge
threshold of ¢ > 65 a.u. provide the best separation between signal and background and are thus
chosen as minimum charge threshold for pads.

Often, measured photon signals do not only consist of a single pad but form clusters (see
Fig. 5.8). Therefore, clusters are identified by searching and grouping adjacent pads matching
with the region of interest. In addition, pads outside the region of interest, but adjacent to pads
matching with the region of interest, are added to the cluster as well.

Based on the obtained RICH response, observables are constructed. The sum of pads and
charge in the region of interest (NgT paqs ror and Sumpt q ror) as well as the sum of pads and
charge of clusters matching with the region of interest (Ng1 pads Cluster a0d SUMBT Q Cluster) 18

estimated. In addition, the number of clusters is counted and provided by Ng1 cluster-

5.4.2 Number of local maxima

The clusters matching with the region of interest were identified in the previous section. Their
size reaches up to four pads per cluster mostly, but some clusters are much larger (see Fig.
5.10 (left)). The abundance of large clusters decreases as a function of their size but the number
of large clusters is still above the expectation (see Fig. 5.10 (right)). Regarding to a previous
investigation, clusters should have sizes up to three pads per cluster at maximum [136]. An
explanation of such clusters are multiple photon signals merging to one large cluster. In that
case, multiple local maxima per cluster (seed pads) are expected. Consequently, a local maxima

search will be executed and the position of the photon will be estimated by a cluster fit.

Istore in HParticleBtRing category
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Counts
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Figure 5.10: Left: Measured cluster sizes in the Au+Au beamtime. All clusters right to the red line
can not be explained by single photon clusters. Right: Typical cluster shapes that are expected to be
measured by the RICH detector. The red color indicates the pad with the maximum charge. Class

1 clusters are produced by single photons while class 2 clusters are produced by two close photons
and Class 3 clusters are produced by more than two photons.

Maximum4 Maximum8 Maximum?/

Q3

Q1 Q2

Figure 5.11: Search masks for the maximum identification criteria. The red pad corresponds to the
position of the seed pad. The charge of the seed pad has to be larger than the charge of every gray
pad (in case of Maximum4 and Maximums3).

For the local maxima identification, a search mask to scan the identified clusters is used. Three
different search masks are shown in Fig. 5.11 and demonstrate the requirements of the different

search methods:

e Maximum8: Requires a seed pad that measured a charge larger than in every of the 8
surrounding pads. This method is the most secure. However, neighboring maxima will
not be identified.

* Maximum4: Requires a seed pad that measured a charge larger than in every of the
vertically or horizontally adjacent pads. This method allows maxima that are diagonally
adjacent. However, vertically or horizontally adjacent maxima will not be identified with
this method.
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* Maximum?7: Maximum?7 comprises all maxima identified as Maximum4. In addition,
this procedure searches for additional diagonally adjacent maxima. This method is based
on the assumption that the charge shared to vertically or horizontally adjacent pads is

always larger than to diagonally adjacent pads.

In case a Maximum4 is identified and the charge of a diagonally adjacent pad is larger
than the one from a vertically or horizontally adjacent pad, an additional Maximum is
expected. For example, Q1 is a maximum if the condition ()2 > ()3 is fulfilled (see Fig.
5.11). However, the charge of Q1 has to be larger in every surrounding pad besides the

local maximum previously identified with Maximum4.

Since only the Maximum?7 search mask is able to identify all adjacent maxima, it is applied
for maximum identification. Up to now, those maxima are only defined by their pad position.
A more precise maximum position provides further information for the determination of the
quality of the ring signature.

This position is estimated by fitting a 2D Gauss function to each local maximum in the
cluster. Hence, every maximum is described by a function having five parameters. In order to
the reduce the number of parameters, the width in x and y direction of the 2D Gaussian function
is restricted. The width is obtained by a fit of 1D Gaussian functions to single photon clusters
that have only one local maximum. In addition, the height of the Gauss peak is restricted to
values close to the charge of pad with maximum charge. Finally, only the x and y position of
the maximum are left as free parameters. Their only restriction is to be inside the maximum pad
range.

For the cluster fit, a combined function of one Gaussian distribution per maximum is fitted
to the cluster distribution in order to evaluate more precise maxima positions (see Fig. 5.12).
The resulting maximum position, obtained by the fit within a RICH pad, indicates structures
instead of a smooth distribution (see Fig. 5.12). This indicates a limitation of the fit resolution
due to a systematic error of the fitting procedure. Therefore, the position resolution is assumed
to be the distance of half a pad.

3 Maxima

R ) al 21 . ol
% 01 02 03 04 05 06 07 08 09 1 0.1 02 03 04 05 06 07 08 09 1 %61 02 03 04 05 06 07 08 09 1

x [pad] x [pad] X [pad]

Figure 5.12: x and y position distribution inside the seed pad obtained from the the cluster refit. The
distribution gets more continous for a larger number of maxima per cluster. Based on the worst case,
a position resolution of a half pad size is determined for the position of the maximum.
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Figure 5.13: Left: Comparison of the number of pads per local cluster maximum between the dif-
ferent approaches. Both plots demonstrated that Maximum?7 method is able to detect more maxima.
Right: Comparison of the number of cluster pads per local maximum for three different local max-
ima search approaches.

This resolution must be considered if the relative position to the region of interest is estimated,
Also the width of the photon distribution needs to be considered, since the photon distribution
is smeared. Consequently, the deviation of the maximum position from the most likely photon
position (Ax? and Ay?) is normalized with the width of the photon distribution (0geom) and the
local maximum position resolution (0,5 ) to obtain a weighted distance measurement (o):

v Ax? 4+ Ay?
o= Y= z, (5.5)
\/ UgeOm —|— 0-7‘68

As output, the number (N1 Maxima) and charge (NgT Maximaq ) Of local maxima per region

of interest is provided. Moreover, the position resolution allows to sum up maxima that are
only 30 region from the most likely ring position (NgT Maxima 30)- The approach using local
maxima is successful and reduces the cluster sizes to more reasonable values (see Fig. 5.13).
However, there are still clusters with a large number of pads. Those clusters are generated from

background and are excluded by removing clusters with more than seven maxima.

5.4.3 Ring quality

MDC tracks can be matched to large numbers of fired pads or maxima of background hits.
Hence, further observables describing the ring quality are needed. In total, three observables for
ring quality estimation are presented in this section.

The first observable is based on the position of the local maxima relative to the region of
interest (see section 5.4.2). The region of interest was reconstructed by determining the ring
radius and the with of the photon distribution. A Gaussian function was assumed for the photon

distribution. Consequently, the most likely photon position is at the position of the radius. The
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distance between the local maximum and the most likely position is summed up quadratically

and inserted in equation 5.6 to calculate the quality of the RICH response in the region of

Ax2+Ay
\/Zn 1

2
gpom +Ure€

XBT = ) (5.6)

interest:

where N is the number of maxima per region of interest, Az? and Ay? are the deviations in x and
y direction respectively, 0 gcon, 1S the width of the photon distribution and o, is the resolution of
the maximum position determination. A second approach of estimation of a ring quality checks
the distances in x and y direction separately. In case of small momenta, the reconstructed track
might differ from the real particle trajectory due to bending in the inner MDC chambers and
multiple scattering. In that case, a common shift of maxima positions in one direction would be
expected. Therefore, a new center position with minimized X2, is calculated. The difference
between the original and shifted ring center is used as an mean distance observable.

Another approach is to include the surrounding area in order to detect noise. Therefore,
the BT Pattern matrix observable is introduced. For this observable, pads in a circular area
with radius of eight pads around the ring center are summed up. The fraction of pads directly

matching to the region of interest to the ones in the circular region is calculated:

NBT Pads ROI

BT Pattern matrix = 5.7

NPads circ
An application of these observables, reveals that the mean distance is not very powerful to
distinguish between background and ring shifts. The pattern matrix and X3, observables are

more useful but are only efficient for rings with a large number of maxima.

5.4.4 Extension to double-rings

One of the motivations of backtracking is to improve the identification of close pairs with over-
lapping rings. Close pairs are typical for a electron pair resulting from conversion in the detector
material. For those electrons, a small opening angle is characteristic. Additionally, they have low
momenta. For this reason, it is likely that one partner was bend by the magnetic field out of the
detector acceptance. Therefore, the conversion partner is often only partially reconstructed.
After the first iteration of the basic backtracking information, candidates with at least one
fired pad and sufficient charge are declared as possible electron candidates. These electron can-
didates are selected to search for close neighbors. The search is restricted to an opening angle
range of 4°. The backtracking information is calculated for all partially reconstructed tracks
within this range. These are tracks without META hit or missing outer MDC segment and
META hit. An estimation of the overlap area of two rings (see Fig. 5.14 (left)) is given by the

number of shared maxima and shared charge of maxima between the two regions of interest.

84



5.5. SUMMARY AND OUTLOOK

-
o
o

NQ shared/ Q total [O/O]
N N o ©
O T T T O T T T cj_,\_,\_,_b_o
J_'_,—" _'_,_r

0 H‘ 2 4 6 8 ‘10
Opening angle []

Figure 5.14: Left: Region of interests (blue, yellow) of overlapping rings. Fired pads are shown in
red and maxima of clusters are illustrated by black crosses. Maxima that match with both prediction
regions are counted as shared maxima. Left: Fraction of charge from local maxima matching to a
region of interest of a close track.

The observables describe the number maxima (N;2t¢d . ) and charge of maxima pads (N%h%ﬁ‘ixQ)
that is shared with all close by tracks or track fragments. In addition, the number of maxima and
charge of maxima pads shared to one specific track or track fragment is provided. Furthermore,
only the number of shared maxima, within a 30 range around the radius, with other tracks or
one specific track is provided.

5.5 Summary and Outlook

The backtracking algorithm has been successfully integrated in the analysis framework HYDRA.
The end user is able to apply backtracking information for electron identification based on the
observables stored in DST files. The set of observables includes the ones used for single lep-
ton identification and observables for close pairs. The observables for close pair identification
are a unique feature of backtracking and are not provided by the standard RICH ring finder. In
summary, the following output observables are provided by HParticleBtRing:

85



CHAPTER 5. BACKTRACKING FOR ELECTRON IDENTIFICATION

Single Observables Pair Observables
* NgT pads ROI o Nshated . with other tracks
* Sumpr q ROI * NPiiiaq with other tracks
* NBT Pads Cluster o Nohared . with other track fragments
* SUMBT Q Cluster * Nyiifacq With other track fragments
* NBT Cluster o Nshated . with other tracks (within 30)
e NgT Maxima o Nohared . with one specific track
o NBT Maxima 30 * N3fiiaq With one specific track
¢ NBT MaximaQ o Nohared . with one specific track (within 30)
« Xir

* BT Mean ring shift

e BT Pattern matrix

The application of the observables has shown, that Ng1 paqs ror, Sumpr @ ror ad NBT Maxima
are the best to identify a good RICH response. However, the other observables provide small
improvements by rejection of fake matches of MDC tracks to RICH background hits. The pair
observables were also succesfully tested. They become more efficient for overlapping rings with
opening angles larger 2° since the rings below are nearly completely overlapping (see Fig. 5.14).

Furthermore, backtracking can be easily applied for future beamtimes since modifications
like a different electron preselection can be introduced. The parametrization can be used in
further beamtimes with the same geometry, but requires a reevaluation for the upgraded RICH
detector. The planned upgrade of the RICH read out plane will change the inclination of the read
out plane, pad size and number of readout pads. All modifications can be reproduced by new
parameters. Due to the different inclination of the readout plane, ring shapes will become more
elliptical. Since backtracking is independent from a certain pattern, it can be easily applied to
identify more deformed rings because the search procedure is only based on the parametrized

region of interest.
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Chapter 6
Detector performance studies

A good agreement between simulated and experimental data is of importance, since simulated
data is applied to correct for inefficiencies due to track reconstruction and particle identification.
Once the events are reconstructed, the tracks can be applied to tune the digitizers of the sub
detectors. Therefore, a measurement of the MDC layer efficiency is presented in section 6.1
and the results will be applied to improve the agreement between experimental and simulated
data by adjusting the efficiency parameters of the MDC digitizers.

Furthermore, detector effects influence the creation of signal and background tracks. An
investigation of those effects is important to identify changes in signal efficiency or the level of
background contamination. For this reason, several studies concerning the RICH signal stability,
signal and background characteristics and their implementation in simulation are conducted in

section 6.2.

6.1 MDC layer efficiency

This chapter deals with the efficiencies of wire planes of the drift chambers, which are used
for tracking in HADES. After a brief overview of the signal reconstruction with MDC, the data
sample selection as well as the efficiency calculation of separate MDC cell layers is explained
and the results will be discussed in the last section.

6.1.1 Particle detection mechanism in MDC

As explained in section 2.1.2, the MDC detector consists in total of four modules with one
chamber per sector. Each chamber is filled with gas and consists of 13 wire planes forming six
drift cell layers for track identification. The layers are arranged in different angular orientations
(see Fig. 6.1). For particle identification, the gas inside a MDC chamber is ionized by traversing
particles, which typically cross one cell per layer (see Fig. 6.2(left)). The energy loss within a
cell of a traversing particle, is dependent of the track length in the cell. Hence, the deposited

energy in a cell depends on the
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Figure 6.1: Orientation of wires for dif-

ferent MDC layers.
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inclination of the track with respect to the layer plane.
An inclination can also lead to tracks crossing two cells
per layer in which a length dependent charge is mea-
sured.

The electrons, created by ionization, in the drift cell
are pushed by the field, induced by field wires, towards
the sense wire located in the middle of a cell while the
electron signal is amplified by the gas. Due to the layer
structure, the field gradients are varying as function of
the x and y position inside the cell (see Fig. 6.2 (right)).
This results in a position dependent electron and ion
acceleration. Consequently, the drift times towards the
sense wire vary with the topology of the track inside

the cell. The charge is detected by the sense wire and

registered as a signal in case the charge sum is above a pre-defined threshold. The measurement

stops if the charge below this threshold. For particle reconstruction start and stop times are

recorded and their absolute signal length time-over-threshold (ToT) is utilized for further hit

reconstruction. The ToT depends on both, the track topology and the amount of ionization

caused by the traversing particle. Hence, the ToT carries information about the specific energy

loss of the particle and can augment particle identification, but is also an instrumental noise

rejection.
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Figure 6.2: Left: Simulated electron signal within a drift cell simulated by Garfield [141]. The small
green dots indicate the cluster origin. Drifting electrons (ions) are indicated by orange (red) lines.
Right: Drift velocity in a cell filled with ArCO» as a function of position inside a cell. The field
magnitude varies and depends on the used drift gas. For that reason, an electron emission close the
field and sense wires results in slow drift velocities.
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6.1.2 Data sample selection

An analysis of the data requires a pure data sam- 10

ple. In order to reduce correlated background the 25

efficiency is analyzed using isolated tracks. For

that, low-multiplicity events are selected (see Fig. 0

15

Mult TOF+RPC

6.3) to minimize effects of detector cross talk and

ambiguities in the track reconstruction. The MDC 10

tracks for efficiency estimation are selected from
5

fully reconstructed particle tracks and must com-

prise a reconstructed MDC segment in the inner 020 40 60 80 100 120 140 °

and outer modules as well as a hit in one of the Neana
META detectors. The track candidate multiplicity Figure 6.3: Correlation of candidate to META

is even lower compared to the one of META hits multiplicity. Below first line: META hit multi-
plicity / sector < 7 Below second line: META

(see Fig. 6.3). A relation of approximately 2.5 hits
hit multiplicity / sector < 14.

in TOF and RPC to one particle candidate is indi-
cated. The number of tracks for the chosen META hit multiplicity is around two or three tracks

per chamber and allows a clean efficiency estimation with a low double hit probability.

6.1.3 Efficiency calculation method

An important parameter used in the digitizer is the probability, that a traversing particle fires at
least one cell in a given layer. This so-called layer efficiency depends on the specific energy loss
of the particle and is otherwise a feature of a drift cell layer governed, e.g. by threshold settings,
applied high voltage or gas quality. As options for the layer efficiency estimation method itself,
the MDC detector provides several objects after track reconstruction including MDC cell, clus-
ter and segment hit. To achieve realistic results the MDC hit type used for calculation, should
exclude hits caused by noise, while signals created by particles should be kept in the data sam-
ple. The different objects have the following advantages and disadvantages:

* MDC Cell: This object contains single fired MDC cells which probably include a sig-
nificant amount of noise. It is already biased due to ToT restraints, which are applied to

minimize noise contributions.

* MDC Cluster: MDC Cluster hits are the sum of correlated wires from different wire lay-
ers. This observable includes a reduced amount of noise, but has an increased probability
to reject a good track signal from the sample.

* MDC Segment: An MDC segment requires a fit of nine out of 12 fired layers, in the
two modules in front of and behind the magnet. Therefore, the number of rejected MDC

signals from real particles is increased.
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Based on the mentioned advantages and disadvan-
tages, MDC clusters are chosen as hit type, since

a major fraction of noise is excluded while a small

o
o
I

number of good MDC signals is removed.

o
)
T

Layer efficiency
T % T

At the beginning of the layer efficiency estima-
tion procedure, also MDC segments from a fully
reconstructed particle track are chosen. The MDC
02l segment hits assume the particle track as a straight

line inside a MDC segment. Those segments are

NN N T T T P T S P . .
%720 20 60 80 100 120 140 160 180 2(0:0 220 used to estimate which MDC cells were crossed

ell

in each wire plane. In case two cells of the same
Figure 6.4: Layer efficiency for simulated

_ layer are crossed by a particle track, only one cell
(red) and experimental (black) data.

is used for efficiency calculation. Otherwise a cell-
wise efficiency would be estimated. Finally, the efficiency is calculated as the ratio of hit cells
to crossed cells (see Fig. 6.4). In order to calculate an efficiency of a whole wire plane, the mean
value is determined out of efficiencies from single cells and will be denoted as layer efficiency

in the further course.

6.1.4 Resulting efficiencies

The data sample for layer efficiency estimation was chosen to reduce background contributions.
However, the estimated efficiency might still not be a pure measure of layer efficiency and

comprise the following effects:
* Layer efficiency: Influenced by gas quality, high voltage and load on the chamber.
* Hardware failure: Missing measurements, due to broken mother boards.
* Event characteristics: Uncorrelated noise and correlated noise.
* Tracking: The selection of MDC hits per segment is biased by tracking.

These sources of inefficiency can not be distinguished from each other. Consequently, they are
accounted to the layer efficiency. However, the same effects are present in experimental and
simulated data and the measurements can be compared to each other to adjust the digitizers (see
Fig. 6.4).

6.1.4.1 Layer efficiency

To identify systematic behaviors, the efficiencies of all layers from all chambers are compared
in Fig. 6.5. The comparison reveals that the outer segment chambers have higher efficiencies

than the inner segment chambers. Besides minor deviations, the layer efficiency of sectors in
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Figure 6.5: Layer efficiency separately shown for all sectors and all layers.

the outer drift chambers is around 95%. This value is slightly lower for the 40° layers at the
back of the chambers (Layer 18 and 24).

The same observation is seen for the chambers of the inner MDC segment. The sectors of the
first MDC module show similar trends, but have a reduced efficiency. In general, the efficiency
is worst for 40° layers, it rises for 20° and is the best for 0° layers. The efficiency differences
between wire planes with different orientations are up to 4% but depend slightly on the sector.
For the second drift chamber module, a similar but less pronounced trend is visible. Sector 3
shows significantly reduced efficiency values in all layers. A comparison of the layer efficiencies
in all chambers to the ones with an input sample containing higher META multiplicities (7-14
hits per sector) reveals similar results, but a general efficiency decrease of around 0.5% due to
inefficiencies caused by double hits.

6.1.4.2 Energy loss dependence

Due to the fact that the MDC particle detection is based on the ionization principle, the correla-
tion of energy loss to layer efficiency is investigated. The energy loss in a MDC cell is directly
dependent on the particle velocity S and reaches a minimum at a velocity 5 = 0.96. For a
detailed investigation, particles are categorized in three bins: (I) minimum ionizing particles
(MIPS), (II) medium ionizing particles (MEPS) and (III) maximum ionizing particles (MAPS)
(see Fig. 6.7 (left)).

91



CHAPTER 6. DETECTOR PERFORMANCE STUDIES

0.96694
0.958146
0.954242

0.96659
0.961004
0.955156

0.969492
0.960712
0.961265

0.939541
0.934405
0.940348

0.960115
0.950388
0.960397

0.971137
0.961871
0.956849

= 24 FEEE 0.905058 0.905273 0.90473 0.91963 0.91506 0.95
i 0.914784 0.91391 0.923262 0.922915 0.923509 0.91976
g ] 0918232 0.932526 0.925711 0.917655 0.919792 0.919274
S 0.913332 0.933531 0.912888 0.912249 0.924578 0.920136 0.9
Redl2l0]  0.921225 0.920245 0.925589 0.918595 0.922499 0.920218
_"C'J 0.920536 0.921327 0.931302 0.935384 0.93388 0.916487
§ gf] 0915918 0.916013 0.918119 0.911561 0.918128 0.919677 0.85
0.926546 0.922137 0.928358 0.926176 0.933498 0.928862
:; (3] 0932027 0.928996 0.925471 0.925462 0.933316 0.924346
0.925239 0.920572 0.927401 0.918999 0.930131 0.924738
P 0.924209 0.926344 0.928281 0.924526 0.9312 0.927449 —0.8
0.926556 0.930614 0.934814 0.93147 0.93727 0.925127
12 _ 0.868120  [JOISAOSATINN 0687229 0.901119 0.904049
0.863579 0.888892 0.871637 0.911682 0.914492 0.75
kI8~ 0882855 0.898638 0.86245 0.865993 0.91591
0.870827 0.894434 0.864142 0.912704
fs]  0.878034 0.887574 0.897217 0.914044
0.865771 0.883028 0.870933 0.718812 0.90275 0.908774 0.7
[§] 0879815 0.878657 0.88191 0.894428 0.886173 0.868767
0.912048 0.903808 0.912557 0.920386 0.911395 0.890944
i} 0918861 0.91106 0.910973 0.917298 0.920696 0.894945 0.65
0.915444 0.91128 0.919738 0.924278 0.915181 0.907682
pd 0881139 0.892138 0.895035 0.902912 0.905925 0.878648
0863674 0.883162 0.885086 0.905546 0.893351 0.871064 06
0 1 2 3 4 5 '
Sector

0.95

¥ 0977648 0.961289 0.962371 0.972468 0.975521 0.977132
t 0.972905 0.97595 0.976757 0.975685 0.947549 0.978974
SQ¥] 0969791 0.983131 0.976917 0.975337 0.968324 0.976321
© 0.97107 0.980981 0.972438 0.97396 0.972501 0.97695 0.9
D8]  0.973487 0.976805 0.973096 0.976833 0.968183 0.977364
':s 0.969959 0.96745 0.970619 0.97717 0.975578 0.969408
[l K]  0.96991 0.970043 0.971353 0.969367 0.968076 0.970919 0.85
= 0.974395 0.974922 0.975351 0.974101 0.97872 0.974353 ’
:é 16 PR ELE 0.967 0.973319 0.971298 0.972251 0.969375
0.973365 0.972331 0.975426 0.970675 0.974887 0.975387
kP 0975528 0.971756 0.981748 0.9766 0.977048 0.978494 —0.8
0.973721 0.981199 0.977478 0.980824 0.980612 0.978786
kW1 0.960814 0.962192 0.96259 0.952661 0.965168 0.967216
0.962541 0.96241 0.972039 0.941219 0.964206 0.96778 0.75
k[8] o0.968863 0.970721 0.966568 0.945019 0.961576 0.96896

0.7

6 0.928294 0.930145 0.930293 0.928659 0.939267 0.928831
0.942619 0.935177 0.945491 0.943289 0.942832 0.94018

4 0.955251 0.95119 0.953467 0.944968 0.954558 0.952657 065
0.95611 0.954267 0.959647 0.957064 0.95638 0.959759

2 0.934872 0.94293 0.944842 0.943956 0.943754 0.94788
0.925289 0.935826 0.931875 0.927511 0.933495 0.92:4093 0 6

0 1 2 3 4 5 '
Sector

Figure 6.6: Efficiency for MIPS (upper) and MAPS (lower). The plots show efficiency values for
different sectors (x-Axis) and layers ( y-Axis). By comparison of MAPS to MIPS a systematically
increased efficiency in case of MAPS is visible.
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Figure 6.7: Left: Particles categorized into three groups with different ionization. The column Min
and Max shows lower and upper [ limits for the corresponding group. Right: Efficiency as a func-
tion of the particle velocity 3. The efficiency decreases with rising velocity which corresponds to a
smaller ionization.

By comparison of the layer efficiencies presented in Fig. 6.6, a difference between MIPS and
MAPS of the order 5-10% is visible. In case of MAPS, efficiency values above 98% and a more
stable efficiency value in all MDC modules is obtained. Even sectors from the inner segment
show efficiencies above 97%. In contrary to MAPS, MIPS show large efficiency differences
between the inner and the outer segment with deviations up to 8%.

The 8 dependent efficiency value in Fig. 6.7 (right) confirms the results estimated by the
comparison between MIPS and MAPS. Measurements at 3 values around 0 and 1 are more rare
and their statistical uncertainties are enhanced. This causes the fluctuations of these data points.
In the velocity range from 0.1 to 1, the efficiency curve shows a continuous decrease towards
higher velocities. A layer efficiency minimum is reached below [ values of one, which fits to

the energy loss minimum expected based on the Bethe Bloch formula [142].

6.1.4.3 Layer efficiency in the course of the run

Despite the estimation of the layer efficiencies, their stability is influenced by external and
detector effects (e.g. gas quality, temperature, pressure and beam quality) and might vary during
the beam time, for which reason their stability is investigated. The stability study requires a short
time interval for a precise analysis but sufficient statistics to calculate a stable efficiency value.
Therefore, the layer efficiency is plotted in two hour steps for tracks that are accumulated over
a five minute time period.

As a result, the efficiency variations plot (see Fig. 6.8) indicates layer efficiency differences
below 1% during the beamtime. The efficiency during the last two days is higher compared to

previous days. This data belongs to measurements with a reversed magnetic field. A comparison
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Figure 6.8: Time dependence of the layer efficiency for wire layers (10-16) with different orienta-
tions. Only small variations within the whole measurement period appear. Errors are not plotted to
enhance the visibility.

between different sectors and different MDC modules displays an efficiency decrease for the
-40° and 40° layers. The strength of this decrease is sector dependent and more pronounced for
40° layers in module 0 and 2 and -40° layers in module 1 and 3.

Sector 2 of module 1 reveals unstable layer efficiency values due to high voltage problems
during the beamtime. For short time periods, this sector indicates layer efficiencies above 50 %.
A comparison of the number of reconstructed tracks for all sectors within this time periods
reveals, that less than of 90% tracks compared to other sectors are reconstructed in this specific
drift chamber. Consequently, this drift chamber has a very low efficiency. Since the applied
layer efficiency estimation method is only valid for layer efficiencies close to 100%, it can not
be applied in sector 2.

In conclusion, the overall results show a stable behavior during the beamtime. Smaller varia-
tions are caused by changes of the gas quantities or the gas pressure inside the MDC chambers.
Strong rises of efficiencies are caused by intensity differences of the provided Au beam. At
these time intervals a short break of the incoming beam caused the efficiency differences. As
the measurement was started again the efficiency rose strongly. A systematic decrease for one
of the 40° layers in each MDC module is seen. The ToT measurements for these wires are as
good as in all other layers. As a consequence, the decrease must be induced by the tracking

procedure.

6.1.5 Conclusion

The layer efficiencies are implemented as single cell efficiencies in simulation in order to repro-
duce experimental results for the track reconstruction. Therefore, each layer of each chamber
was tuned separately based on the estimated layer efficiency values. In addition, the dependence

of the layer efficiency on ionization was estimated by a fit to the data points. The estimated ef-
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ficiency dependence was implemented in simulated data as well. This modification improved
the simulation and decreased differences between track reconstruction in experimental and sim-
ulated data. But, the application to simulation has also shown, that the reproduction is not yet
sufficient (see Fig. 6.4). This issue is solved by an inclusion of J-electrons in simulation (see
Fig. 6.9 (left)). Their integration reduces the efficiencies mainly for detector regions more far
away from the upper and lower detector edge, which correspond to medium cell numbers. After
their inclusion, the layer efficiencies in simulation agree with those estimated in experimental
data. This can be explained by d-electrons passing a cell and creating a signal. This leads to
a dead time in the cell in which no further signal can be reconstructed. As a consequence, the
layer becomes more inefficient. Using the estimated layer efficiencies their impact on track re-
construction efficiency is investigated. Via a binomial distribution, the probability for having
at least nine layers is calculated (see Fig. 6.9 (right)). Since the obtained layer inefficiency is
below 10% the probability to have at least nine layers as input for track reconstruction is close

to 1. Consequently, the study indicates a good performance of the MDC detectors for track

reconstruction.
3 i R IR
c 1 = r *
o 3t
[&] -
= o
uq:_) 0.8 oy .
[ I o |
o “—
(? CO 6—
— 06 GEJ i
L % I *12 wires required * .
0.4 o4 .
[ - *11 wires required *
0.2-_ 0_2; *10 wires required
r : 9 wires required
G...I...I...I...I...I...I...I-u Ee o by by b by b by by s by g by |
0 20 40 60 80 100 120 140 160 180 200 220 2 4 6 8 10 12 14 16 18 20
Cell Layer inefficiency [%]

Figure 6.9: Left: Layer efficiency including for simulated data including § electrons (red) and ex-
perimental (black) data. Right: Probability of MDC segment reconstruction for a given layer ineffi-
ciency.
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6.2 RICH performance study

This study focuses on the RICH detector since this detector is the most important one for the
dielectron analysis. The characteristics of signal and background hits in real data are analyzed
and compared to simulated data. Furthermore, also the stability of the detector response in the

course of the run is investigated.

6.2.1 Pad plane cluster properties

The electron and positron reconstruction can be an improved by knowing characteristics about
the RICH response and situation with noise. This knowledge will lead to a more advanced
electron and positron identification resulting in an improved identification efficiency as well as
purity. A starting point is provided by a previous analysis of cluster shapes measured with the
RICH detector. Three different classes of clusters were identified [136] (see Fig. 5.10 (left)):

* Class 1: Created by one single photon,
* Class 2: Created by two photons,
* Class 3: Created by three or more photons.

The applicability of this categorization for the high multiplicity in Au+Au collisions has to
be verified. A way to access the RICH hit information is using the backtracking output!. All
common cluster shapes are counted and plotted, as shown in Fig. 6.10. This distribution agrees
with the expectation in general but has some interesting additional features. One observation is
the similar occurrence of vertically and horizontally straight clusters. This is not expected, since
the vertical orientation of wires might favor vertically oriented clusters due to enhanced charge
sharing.

Another significant feature is the frequent appearance of the square shaped clusters. Since it
appears nearly as frequent as the corner cluster of type six it has to originate from single photon
hits as well. Additionally, many clusters with shapes not belonging to class 1 or class 2 are
measured and support the assumption of several local maxima per cluster, which was already
discussed in section 5.4.2.

Hence, the approach to search the number of local maxima per cluster and try to disen-
tangle reasonable cluster sizes is applied. The visualizations in Fig. 6.11 demonstrate that the
Maximum?7? approach method is necessary to achieve reasonable cluster sizes of up to three
pads per maximum. However, some clusters still cannot be explained by such an approach. The
middle example in Fig. 6.11 indicates a cluster with only one local maximum but consisting out
of seven pads. It is striking that such configurations mostly appear for a single pad with high
charge. It is important to keep in mind, that the amount of signal amplification in the RICH

'HParticleBtRingInfo, See chapter 5
2See section 5.4.2
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Figure 6.10: Distribution of cluster shapes identified with backtracking. A cluster type includes all
orientations besides for types where several orientations are plotted separately.

varies strongly. As a consequence, the charge per photon varies and the deposited charge of a
photon signal could be hidden, by the charge distribution of the strongly amplified signal of a
second photon. In this case, only one local maximum is found but the cluster size is enhanced.
Such large clusters do mostly contain up to three pads with a charge below 65 a.u.. Removing
pads below this charge threshold decreases the number of pads per cluster to reasonable sizes
of three or four pads per local maximum.

Although large clusters are explained by this effect, their frequent occurrence is still unex-
pected. An explanation for clusters with up to 10 pads is the larger amount of charge sharing
or cross talk between the pads. But the number of very large cluster comprising about 20 pads
cannot be explained by this mechanism. Those clusters must be created by background hits.

331871 158046 51.8893  294.214 67.0313 38.1295

181.942 681.364 147.971

133.698 1079.69 49.0726 27.8548 415.114 104.367

540085 632211 162303

71.7642  523.668 31.1593 104.117 352.522

Figure 6.11: Three examples of large clusters measured by the RICH detector. The gray arrows

indicate positions of local maxima identified with the Maximum?7 search mask. The numbers depict
the charge of each pad.
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6.2.2 RICH background hit distribution

In the previous chapter, the presence of background hits, influencing the electron reconstruction,
was identified. Those might sum up and create a signal similar to the one of true electron, which
can be falsely matched to a hadron track. In case this track has a velocity close the speed of
light, it might be identified as good electron or positron. The aim of this section is to identify
background hit patterns and exclude these hits from the electron signature search in the RICH
detector.

A source of background is identified by the number of backtracking maxima per electron
candidate (see Fig. 6.12 (left)). In case of true electrons, the distribution is expected to follow a
Poisson distribution. In order to select electron and positron candidates, tracks are constrained
to large velocities (3 > 0.95) and small momenta (p < 300 MeV/c). A fit to the Np7js4./Cand
distribution shows a good agreement between the distribution and a Poisson fit for candidates
having more than two local maxima. The fact that the number of local maxima attached to a
electron track candidate agrees with a Poisson distribution, justifies identifying photons with
local maxima detections.

However, a clear overshoot of data is present for candidates with only one local maximum.
The latter typically have small charges and consist only of a single fired pad. These pads are
caused by noise.
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Figure 6.12: Left: Number of local maxima per candidate estimated with backtracking and plotted
for hadrons and the sum of electrons and positron. Both particle species are selected by limitation
of velocity and momentum. Right: Charge per candidate as a function of pads per candidate from
backtracking after restriction of a minimum charge per pad to 55 a.u. (sector 3) and 65 a.u. (other
sectors).
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On the other hand also very large clusters are an origin of background. Those clusters are
created by particles crossing the RICH pad plane directly. In this case, a lot of charge is created
and distributed over a large area. This charge pattern is unexpected for real photon hits.

Additionally, large clusters can originate from partially "flashing" RICH sectors due to prob-
lems of the readout electronics. Also electrons originating away from the focal point of the mir-
ror and crossing the radiator create a background. In this case, emitted Cherenkov photons are
not focused to ring shapes but will be measured as a spray-like distribution of small charged
clusters.

The different effects influencing a clean electron and positron identification should be re-
moved. The following criteria are applied to remove background contributions and are already

included in backtracking (see chapter 5):

* Large clusters: Large clusters as shown in Fig. 6.13 can be easily rejected by setting a

upper limit of the 7 of local maxima per cluster.

* Flashing RICH sectors: Flashing RICH sectors are removed by setting an upper limit
of fired RICH pads in one third of the RICH sector. In case of a electron or positron
candidate within the flashing RICH sector, the event is disregarded.

* Single pads: The amount of noise in form of single pads is reduced by setting an lower
charge limit of 65 a.u. inside the backtracking procedure. This limit is adjusted to 55 a.u.
in sector three since in this sector the operating voltage was reduced from 2420 V to
2230 V.

The resulting pad and charge per candidate distribution is presented in Fig. 6.12 (right). Further
background removal should be performed by the end user due to restriction of the backtracking

observables, e.g. charger per candidate and pattern matrix.

Figure 6.13: Sketch of RICH pad planes indicating different types of noise of RICH events. The left
example shows a partially flashing sector. Borders of this effect are indicated by the lines crossing
the sectors. Correlated background spray from electrons in the radiator gas and large clusters from
direct impacts are presented in the right example.
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6.2.3 Reproduction of RICH hit distributions in simulation

Besides checking and understanding of the RICH hit distribution in experimental data, the adap-
tion of simulated to experimental data needs to be checked as well. Therefore, the average oc-
cupancy of fired pads in simulated and experimental data is investigated. To obtain comparable
results, both data are normalized to the number of events. Various cleaning criteria are applied
to exclude background hits from the ring signature search. For the standard ring finder three

different removal procedures are applied (see section 3.6):

* Single Pads: Removes single pads that are isolated by seven pads.
(getIsCleanedSingle())

* Large Clusters: Removes large clusters which are produced by direct impacts of parti-
cles. (getIsCleanedHigh())

* Sector: A sector is excluded if too many pads in the corresponding sector were fired.
(getIsCleanedSector())

The criteria are different in case of backtracking (see section 6.2.2):
» Low charge pads: Removes every pad with a charge q < 65 a.u.’.
* Large clusters: Removes clusters with more than six local maxima (see Fig. 6.13 (right)).

* Many hits per sector: Removes sectors if many pads are fired randomly in one third of
the sector (see Fig. 6.13 (left)).

In order to test the agreement between experimental and simulated data and the effects of the
removal, a ratio of the RICH signal distribution between both data samples is calculated. The
ratios are investigated for simulated data that include d-electrons which create additional hits in
the RICH detector.

The results for the different sectors without application of any cleaning procedure are pre-
sented in Fig. 6.15. All ratios differ from one significantly and show a similar trend in all sectors.
The hits in the small y pad number* region are underestimated in simulation while the ratio is
more similar at larger y pad numbers. Furthermore, a pattern, caused by effects of the read
out electronics, is visible in all the sectors. The strength of deviations is varying for different
sectors. However, these ratios do not include the cleaning criteria for the RICH ring finder or
backtracking. The results after applying the ring finder pad cleaning criteria is shown stepwise
in Fig. 6.16. The removal of large clusters removes 18% of pads in real and 16% of pads in
simulated data. A stronger reduction of the number of fired pads of in the order of 20% in real
and 40% in simulated data is caused by the single pad removal. In contrast, the application of
the sector cleaning has an effect below 1%. The comparison of the three ring finder cleaning

3 ¢ <55 a.u. in case of sector 3
“The polar angle © increases for larger y pad numbers.
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procedures, reveals that the application of the single pad removal shows the largest differences
between experimental and simulated data. The stronger removal in simulation is explained by
the high multiplicity of fired pads in real data. Due to the higher occupancy, less single pads are
isolated by seven surrounding pads. Therefore, more pads are removed in simulation.

The comparison before and after removal of the ring finder cleaning methods indicates the
strongest differences between simulated and experimental data after the application of the clean-
ing methods. Using the backtracking pad cleaning results in an improvement compared to the
ring finder cleaning, since the ratio is closer to one and more flat. Similar to the distributions
after the RICH cleaning, the backtracking pad cleaning criteria reduces the number of fired pads
by 56% in real data and 62% in simulated data. The single pad removal leads to the strongest
pad removal of all backtracking cleaning criteria.

The comparison of the simulation including d-electrons to one without d-electrons shows a
worse agreement for the simulation without d-electrons (see Fig. 6.14). The inclusion of random
background hits by d-electrons increases the number of fired pads in simulation, for which rea-
son the ratio gets closer to one. This proves that d-electrons need to be included into simulation.

Although the comparisons show a deviation in simulation, the impact on the analysis is
not known precisely, since a matching of the pads to the rings is not required. Therefore, the
differences for identified rings should be checked in the final analysis again. Especially, the
validity of the efficiency correction, that will be based on simulation, has to be evaluated in
detail (see section 9.2).
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Figure 6.14: Ratio (exp./sim.) of fired pads for all RICH sectors. The same cleaning criteria as
in 6.16 (lower) are applied. However, the simulated events used for these plots does not include a
contribution from §-electrons.
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Figure 6.15: Ratio (exp./sim.) of fired pads for all RICH sectors. The small y pad number region
shows a higher occupancy in experimental than in simulated data. Furthermore, specific patterns
caused by the read out electronics are visible.
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Figure 6.16: Ratio (exp./sim.) of fired pads for all RICH sectors. The different RICH ring finder
(RF) cleaning procedures are compared. All (lower left) summarizes the three IsCleaned () flags
presented above. The cleaning with backtracking (lower right) achieves a more smooth distribution
than the application of all RICH ring finder cleaning flags.
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6.2.4 RICH performance in the course of the run

The RICH response in simulation is tuned to events recorded with a well operating RICH de-
tector. A well reproduced simulation is important to correct for inefficiencies due to electron
and positron reconstruction and identification. Unfortunately, voltage changes occurred in the
course of the run. In detail, five sectors were operating stably with constant high voltage, while
sector three was operated at a lower voltage. Therefore, the impact of the performance variations
on the electron identification is of interest.

An overview is obtained by checking the mean number of reconstructed e* candidates per
event. Those candidates are identified via an analysis including the backtracking observables. A
detailed overview of the analysis is given in section 7.3. An identification of 7* via a velocity
and momentum selection threshold is performed in parallel. The 7* beam time scan serves as
a reference since their identification relies on the drift chambers and time-of-flight detectors
only. This helps to disentangle RICH detector effects from effects of the other HADES detector
systems. By comparing 7* and e* spectra (see Fig. 6.17 top and middle), a reduction of recon-
structed e* per event towards the end of the beam time is present while the number of 7+ is
constant (see section 4.4.2). Moreover, sector three shows large fluctuations but seems to have
a similar behavior with a reduced number of reconstructed e* candidates. Drops for a short
time period are present in all detectors but appear are the most common in sector three. This
behaviour is caused by the voltage ramping procedure which influences the number or recon-
structed rings per event (see Fig. 6.17 (bottom)). A drop for a short time period in sector three
is clearly visible. The trend of reconstructed rings in sector two shows a clear correlation to the
voltage in the corresponding period. Also small changes of AU ~ 100 V around the nominal
voltage of U ~ 2420 V show a large decrease in the number of reconstructed rings. On the
other hand, the noise is reduced as well and leads to a similar signal-to-background ratio.

In conclusion, the average number of reconstructed rings shows a smooth trend, but in-
dicates a continuous decrease with time. However, the simulation is tuned to match with the
average detector performance in experimental data during the run and can therefore be applied

for comparisons to experimental data.
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Figure 6.17: Upper: Mean raw multiplicity of reconstructed electrons averaged over one hour of
operation. A degradation of the electron multiplicity towards the end of the beam time is observed.
Middle: Mean raw multiplicity of reconstructed pions per event. Besides short-time drops, a stable
mean multiplicity is observed. Lower: Mean number of reconstructed rings per sectors. This plot
demonstrates the dependence between RICH high voltage and reconstructed particles.
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Chapter 7
Single electron identification

Dielectrons are obtained by combining the individually reconstructed electron and positron’,
originating from the same particle. For the electron reconstruction, a high efficiency is essential
to reconstruct both daughter particles, i.e. e™ and e, with high probability. On the other hand,
a high purity of electrons is important, since any falsely reconstructed electron or positron will
increase the background because it has to be paired with any opposite-sign identified electron.
Consequently, the combinatorial background increases. The major combinatorial background
originates from hadron tracks, fake tracks, that are created by wrong combinations of single
detector hits, and conversion electron tracks. In order to keep the combinatorial background as
small as possible, specific selection criteria are applied to the electron candidates before the

tracks are paired. All criteria are applied in the following order in the analysis:

* Electron candidate selection: Reduction of fake tracks and hadronic background.

* Multivariate electron identification: The clectron selection is based on a multivariate
analysis (MVA), which considers multidimensional correlations between the observables.

* Close pair rejection: Rejection of electron candidates which appear to originate from

incompletely reconstructed conversion pairs.

In the following, these analysis steps are explained in detail.

7.1 Particle identification observables

Track quality parameters

Observables, determining the quality of single detector hits or the matching between inner and
outer MDC track segments and hits from PID detectors, respectively, are summarized as track

quality parameters. A measure of reconstruction accuracy of the inner and outer MDC segments

M1 the further course, electrons and positrons will be denoted as electrons.
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is given by the x%_ , value obtained by the segment fit. Furthermore, the quality of the whole
MDC track is estimated by the x%; from the Runge-Kutta fit, that applied is to reconstruct
the momentum of a particle (see section 3.3). The matching of the MDC track to the META
detectors is constrained to a single META rod”. Additionally, the matching accuracy between
MDC segments and hits in the META detectors is estimated by the distance between the recon-
structed MDC track and a hit in the META detectors in units of the resolution in the META
detector (MetaQa)’. Acceptance differences at sector edges between simulated and experimen-
tal data are reduced by applying a fiducial volume cut. The area is chosen by restrictions in
the x and y direction in the detector coordinates*. All mentioned observables are applicable for

hadron and electron identification and their main purpose is to reject fake tracks.

Particle identification observables

Observables for the identification of specific particle species are based on physical properties of
particle tracks. The most important observable is the momentum reconstructed with MDC (p)
and the velocity (3 that is determined by the particle trajectory and its time-of-flight provided by
the TOF and RPC detector. Since the TOF and RPC differ regarding their time-flight-resolution,
the analysis will sometimes be presented for TOF or RPC separately. Additionally, the energy
loss of particles is estimated in the drift chambers and gives information about the energy loss of
particles traversing the MDC (MDC dE/dx). The energy loss information in each drift chamber
plane is accessible. However, only combining the measurements of all drift chamber planes pro-
vides a significant energy loss measurement. In addition, an energy loss estimation is provided
by the TOF detector (TOF dE/dx) and therefore only available for polar angles larger than 45°.
In the region of smaller polar angles additional hadron rejection capability is provided by the
Pre-Shower detector. The Pre-Shower measures the electromagnetic shower that particles pro-
duce while traversing the detector (see section 2.3.2). Since the electromagnetic shower is larger
for electrons, they can be separated from hadrons. In contrast to previous observables, which
are applicable to all particle species, Pre-Shower information is only applicable to distinguish

electrons from hadrons.

Ring variables

The most powerful selection criteria for electrons are based on the RICH ring finder information,
since only electrons generate a ring signal’. Especially, the so-called RICH matching quality
(RichQa), describing the angular distance between the MDC track and the RICH ring centroid,
is important for hadron rejection. However, the matching resolution decreases due multiple

2GoodMetaCell=kTRUE

3See section 3.4

“Removes tracks in case isAtAnyEdge=kFALSE

>Only up to a momentum of 1800 MeV/c since for larger momenta muons can produce Cherenkov radiation as
well.
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scattering of electrons in the RICH mirror. Therefore, the multiple scattering is corrected by
fixing the source position of the track to the estimated collision vertex. This is valid, since the
dielectrons of interest are expected to be emitted close to the reaction vertex. As a consequence,
the matching resolution of electron tracks improves. Electrons are identified by removal of
tracks with large matching distances, which reduces the number of fake matches of hadron
tracks to RICH rings strongly. The ring quality can be further estimated by the number of
fired pads per ring or the ring amplitude. Additionally, the pattern matrix sums up fire RICH
pads that are outside the expected ring area to estimate the amount of background hits around a
reconstructed ring. Its application reduces the number of rings created by noisy RICH pad plane

arecas.

Backtracking variables

Since backtracking is less demanding on the quality of a ring signature in the RICH, it provides
additional electron candidates compared to the standard ring finder. However, there is no single
observable that is as decisive as the RichQa. A proper ring identification with backtracking
always requires a combination of the backtracking RICH response observables (see section 5.5).
Typically, the most decisive backtracking observables are number of local maxima, number of
pads and the charge per candidate. Moreover, the additional backtracking pair observables are
suited to search for signatures of pairs with small opening angles. This is a unique feature of
backtracking, since the standard ring finder does not provide a similar observable.

7.2 Electron candidate selection
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Figure 7.1: Left: Velocity as a function of momentum for all selected tracks. The selected electron
candidates around 3 = 1 are indicated by the black line. Right: Energy loss in MDC as a function
of momentum.
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As already explained in section 4.4, a track sorting procedure is applied to remove fake tracks
from the sample of track candidates. In case of electrons, their identification can be improved
by rejection of hadronic background already at the stage of the track sorting. For this rea-
son, the standard criteria, that were already presented during event reconstruction, are applied
and extended by additional criteria to reject hadrons. Since protons and pions are heavier than
electrons at the same momenta, electrons move faster. Therefore, the velocity can be applied
to separate the electron signal from the hadron tracks up to momenta of ~ 400 MeV/c?. For
momenta above, the velocity of electrons can not be separated from the one of pions due to the
limited time resolution of the time-of-flight detectors. However, electrons can be separated from
pions by the specific energy loss estimated in MDC. Due to the relativistic rise, the electrons
have a larger energy loss than pions at ~ 400 MeV/c?, which allows to reject the major pion
contribution by the specific energy loss. In detail, the following criteria are applied:

* 2D velocity selection function (see Fig. 7.1 (left)), lower limit: 5 = 0.95 (8 = 0.92) for
RPC (TOF), upper limit: 5 = 1.1 (see Fig. 7.1 (left)),

» Upper limit on the specific energy loss measured in MDC: 2D selection function (see Fig.
7.1 (right)),

* Only signals of the ToF rod at which the reconstructed track is pointing to are selected
(MetaQa,),

* Spatial matching of ToF signal and Track position (MetaQa,< 30),
* Apply fiducial volume (isAtAnyMDCEdge=kFALSE),

* Track segment fit succeeded (xrx < 200),

* 100 < p < 1000 MeV/c,

* Require significant RICH response (N1 Maxima > 0).

As shown above, the selection criteria are extended by track quality restrictions. A minimum
track candidate requirement is a MDC track matched to a hit in the META detectors. The MDC
track must point exactly to the META cell that its matched with. Moreover, along the rod the
matching distance is limited to MetaQa, < 3. Tracks at the detector edges are removed by
applying a fiducial volume cut. In addition, the number of fake tracks is reduced by limiting %
to 100 at maximum, which is not very strict but removes obvious fake contributions. Also, the
momentum is restricted to a lower limit at p = 100 MeV/c, since tracks with smaller momenta
show a decreased track quality due to their curvature. Tracks with momenta above 1000 MeV/c
are also removed, due to fact that the number of electrons decreases exponentially while the

hadrons are still abundant. As additional hadron rejection, a minimum ring signature is required.
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Figure 7.2: Left: A ratio of identified electrons for two different track selections is presented. The
results obtained from an analysis including a stricter track selection function is divided by the elec-
trons obtained by a simple track selection function. Values above one indicate an increased number
of tracks for the analysis with a stricter selection. Right: Momentum distribution for tracks in the
RPC acceptance before and after application of the electron candidate selection.

A detailed investigation of the impact of the electron candidate selection on the track sample is
shown in Fig. 7.2 (left). It reveals that stricter selection criteria enhance the number of electron
track candidates compared to a selection with only basic requirements (see section 4.4).

This is explained by wrongly matched MDC segments. In that case, MDC segments belonging
to an e /e~ have a worse %, than a segment belonging to a hadron. As a consequence, the
hadron segment will be selected for a electron track and a fake match is created. Those fake
matches are removed by requiring a minimum velocity. Hence, only the segment created by the
electron is available and the true electron track is reconstructed. After applying all the selection
criteria, the number of track candidates is strongly reduced from the mean number of 112 to 0.1
tracks per event (see Fig. 7.2). This reduction is achieved by prohibition of the multiple usage
of track parts and requirement of a full track. Furthermore, the selection criteria are tuned for
electron identification. Therefore, the strong reduction of the mean number or track candidates
is mainly due to rejection of hadron tracks. This indicated in Fig. 7.2 (right) by removal of
a lot of candidates with large momenta. After their removal, an exponential drop-off towards
large momenta is expected and seen. However, the bumps above 500 MeV/c are created by

background tracks and have to be further removed by additional analysis steps.

7.3 Multivariate approach to electron identification

7.3.1 Multivariate analysis toolkit

The advantage of a multivariate analysis (MVA) method is to consider multi-dimensional cor-

relations, which enhances the particle identification performance. The Toolkit for Multivariate
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Data Analysis (TMVA) [143] is an add-on to the ROOT framework and provides such algo-
rithms for particle identification. Those methods are used for regression with a continuous out-
put value or categorization, which is applicable for particle identification. Before application,
all methods need to be trained using signal and background samples. Afterwards, the trained
machine learning approaches can differentiate between signal and background tracks out of a
data sample containing not yet categorized tracks. The largest challenge, regarding the appli-
cation of machine learning algorithms, arises during the training procedure, especially in the
case of a high number of input variables. Due to the high dimensionality of the attribute space,
a large input data sample has to be provided to cover the full phase space during the training
procedure. Moreover, a training with a specific data sample might lead to an exact description
of signal and background, the so-called overfitting. In that case, an application of the trained
MVA method to a more general sample would perform badly. For this reason, overfitting has to
be avoided by choosing an appropriate data sample for training.

The decision, in order to select the best MVA method, is governed by the classification
quality, time of training, time of classification and storage capacity. In the presented analysis,
three different MVA methods will be applied and compared. All of them are expected to achieve
a high prediction power, but might differ in their capability of handling a different number or
type of observables. The first machine learning approach is a decision tree. It consists of nodes,
whereof everyone has a condition which categorizes the results in two groups. A large number
of conditions on attributes leads to a final decision on the output value. Several approaches
for training improvements of trees or the decision-making process are available e.g., usage of
a large number of classification trees with a small decision strength. A second classification
method is a Bayesian network classifier. It consists of nodes that represent events. Latter ones
are connected via arcs, which represent the conditional probabilities between the nodes. They
describe the probability of an event correlated with the occurrence of a second event and are
evaluated during the training procedure. Finally, the trained network is used to categorize the
output.

A third machine learning method is an artificial neural network, which is motivated by the
structure of the human brain. A neural network consists of neurons which are represented by
a mathematical function, that receives input and delivers output. In a multilayer perceptron
(MLP), the neurons are assigned to an input layer, output layer and at least one hidden layer
in between (see Fig. 7.3). All neurons are connected with every neuron from adjacent layers.
The importance of each input connection strength is given by a weight of each connection.
An improved identification power arises due to the multiply usage of neurons, which allows to
model complex classification functions (see Fig. 7.3).

All three approaches were applied to the data sample for electron identification. As a result,
the neural network reaches a better performance, in case of identified electrons and rejected
hadrons, than the Bayesian one. However, the decision tree approach achieves a similar electron

identification efficiency in case of small training samples. But a large training sample with more
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Figure 7.3: Schematic overview of an multilayer perceptron. The values x1 and 1 serve as input for
the hidden layer which serve as input for the output layer. w,.,. depicts the weight of each connection.
A combination of the hidden layer nodes creates a more complex function for decision making
process. (Picture taken from [144])

signal and background events enhances the identification power of the neural network. Since a
large training sample is available and the training time is not limited, the neural network is

chosen as the method for particle identification.

7.3.2 A neural network for electron identification

The application of a neural network for electron identification requires three tasks. At the be-
ginning, the analysis approach is trained by a known data sample. Once the method is trained, it
is applied for particle identification and a response value is obtained. In the final step, a decision

of a response value threshold, to differentiate between signal and background, needs to be set.
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Figure 7.4: MDC dE/dx (left) and the number of fired backtracking pads per candidate (right).
Those are the distributions after electron candidate selection and are used as input for the MVA
procedure.
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In this analysis, a multilayer perceptron is used. The method is trained with a signal and back-
ground sample of simulated data containing tracks that passed the electron candidate selection.
As signal sample, electrons equally distributed in momentum, # and ¢ are generated and identi-
fied via Monte Carlo particle ID information to select only true electrons. Moreover, a minimum
RICH response (Npr aazima > 0) 18 required. As background, a sample of pions and protons,
identified via Monte Carlo particle ID, with physical momentum distributions is used. Two ex-
amples of input variable distributions are presented in Fig. 7.4. The amount of fired pads in the
region of interest does not show a clear separation of signal and background while the MDC
dE/dx distribution shows a stronger separation. Both observables are included in the neural net-
work since the separation improves by consideration of multidimensional correlations between

all observables. Therefore, the following variables are included in the neural network:

* NBT Pads ROI BT Pattern matrix

* Sumpr  ROI * METAQa

* NBT Pads Cluster * MDC dE/dx

* SumBT Q Cluster o X3

* N1 Cluster * ¢ inside sector

* NBT Maxima * Velocity 3

* NBT Maxima 30 ¢ Momentum

* Ngr MaximaQ * Shower difference (RPC only)
© Xir « TOF dE/dx (TOF only)

* BT mean ring shift
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Figure 7.5: MVA response value in the RPC (left) and TOF (right) regions. The red line indicates
the lower boundary for electron and positron selection.
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However, even after application of the neural estimated as the invariant mass signal divided by the
network identification in the high momentum combinatorial background. ©
region (p > 700 MeV/c), hadron tracks are present. This background is not rejected because
electrons in the simulated training sample do not have an exponential drop-off towards large
momenta. Therefore, the number of electrons is artificially increased in the high momentum
region. Consequently, the signal-to-background ratio is much higher than in real data and the
neural network underestimates the hadron track rejection. In order to remove the hadrons, the
particle identification is extended and a more significant RICH response (NgTmaxima > 1) 18
required to reduce the enhanced hadronic background.

Finally, the trained MVA method is applied to real data. A response value distribution is re-
trieved and presented as a function of momentum (see Fig. 7.5). In order to select good electron
candidates, a threshold on the response value is applied. Entries with a response value close to 1
correspond to signal and those close to 0 to background. Both cases are well separated, but there
are response values between O and 1 that are not directly assignable. Those candidates are not
negligible and rise towards higher momenta. For the distinction of signal and background in the
sample of single candidates, a constant (see Fig. 7.5 (left)), a linear rising or a curved (see Fig.
7.5 (left)) threshold were defined and varied in their threshold limit. The variation is optimized
to achieve a good signal-to-background ratio in the invariant mass signal ’ above the 7% mass.
Based on the results, a signal response value limit, in form of a constant (curved) threshold for
RPC (TOF), close to 1 improves the purity compared to thresholds at lower response values.
This is indicated by Fig. 7.6 in which the standard (Std) cut (see Fig. 7.5) is compared to thresh-
olds that are 0.2 or 0.4 lower. Slight variations of the threshold between 0.9 and 0.95 do not
change the result drastically. The resulting thresholds are indicated in Fig. 7.5 as solid lines, for

both systems separately.

7See chapter 8 for invariant mass reconstruction.
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7.4 Reference analysis

The multivariate analysis is expected to achieve a high efficiency and purity. However, the iden-
tification is hidden and not easy to interpret by the user. Therefore, a simpler analysis is per-
formed as reference to validate the output of the multivariate analysis. In the reference approach,
hadrons are rejected by setting thresholds on one- and two-dimensional observable distributions.
The rejection power of this analysis is limited, but the analysis is easy to interpret and defines a
baseline for the identification efficiency. Consequently, it is perfectly suited to serve as reference
analysis for more complex identification procedures.

Two different analyses, one using the standard ring finder and one using backtracking, are
executed. Since the electron candidate selection thresholds removed a lot of background tracks
already, only a few additional RICH criteria are applied. In the backtracking analysis restrictions

on the following observables, to enhance the significance of the RICH response, are applied:

* Number of pads (BT): Lower limit: Ng1 pags ror = 3 (4) for RPC (TOF)
¢ Number of maxima (BT): Lower limit: NgT Maxima = 2 (3) for RPC (TOF)

¢ Pattern matrix (BT): Lower limit: PMgt > 0.3

The chosen thresholds vary for the RPC and TOF acceptance. In the TOF acceptance, an ad-
ditional backtracking pad and local maximum in the region of interest is required since more
photon hits per electron are expected due to the extended flight path of electrons in the RICH
at larger polar angles 8. Moreover, fake electron candidates, having many fired pads outside the
region of interest, are removed by the pattern matrix condition.

A second analysis uses the standard ring finder only. In this analysis, a ring needs to be re-
constructed and the RICH matching quality is restricted to select only good rings (RichQa < 1.5).
The results of the two reference analyses will follow in section 7.6 and will be compared to the

results obtained from the multivariate analysis.

7.5 Close pair rejection

The close pair rejection procedure aims at removal of electrons that are not of physical interest
to decrease the combinatorial background. Those are mainly produced by photons converting
in the detector material. Those electrons enhance the combinatorial background and should be
removed. The photon conversions are characterized by small opening angles, they are so-called
close pairs. The detection of close pairs is limited by the MDC position resolution of 1-2° °
and the fact that two separate rings in the RICH detector do not overlap for opening angles
smaller than 4°. Consequently, a search of tracks and track segments around identified electrons

to search for true close pairs is performed.

8See section 2.3.1
960100 pm (120-200 pm) in polar (azimuthal) angle direction
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Close pairl Open pair

[l Good lepton

B Partner —— Fulltrack
[l Close track — — No META hit
Rejection  —m-- Inner Segment

Figure 7.7: Example of a close and open pair surrounded by close hadron track or track segments.
A close pair rejection area is indicated by the gray triangle.

In Fig. 7.7 (left), a close pair is rejected properly since the conversion partner is within the
rejection range. However, random matches to a close by hadron might lead to false removal of
electrons from open pairs (see Fig. 7.7 (right)). This can be avoided by a preselection of the
close partner which is aiming for hadron rejection. This reduces the probability of matching an
identified electron from an open pair to a random close by hadron. Consequently, the probability
that only true close pairs are removed is enhanced.

The implementation of the rejection is based on a search for track signatures within a re-
stricted angular range around identified electron tracks. The opening angle («) range rises with
the polar angle to account for the reduced track density dependence at larger polar angles (©)
and increases linearly from o = 3.46° at © = 20° to a = 4.5° at © = 85°.

Due to the small opening angles, close tracks will mostly share fired RICH pads (see section
5.4.4). Hence, only information provided by the drift chambers and time-of-flight detectors is
used. In the first step, every candidate in the opening angle range is considered as possible
conversion partner. Since the opening angle might be below the tracking resolution, even the
usage of the same MDC segment for multiple for track combinations is allowed. The electron

like conversion partners are then selected by applying the following criteria:

e Mass: m < 10 MeV/c?

Track Quality: y%; < 50

Velocity: 5 > 0.9

Momentum: p < 700 MeV/c

Energy loss: MDC dE/dx < 10

Charge: ¢; # ¢
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Candidates that survive the rejection criteria are considered as electrons. Consequently, the
identified electron and the close by electron candidate might originate from a conversion pair.
In this case, the identified electron is removed from the sample.

7.6 Results
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Figure 7.8: Left: Number of identified electrons presented for a reduced data sample with six active
sectors. Track candidates before the electron candidate selection are not shown, since they exceed
the scale. Right: Number of backtracking maxima per candidate divided by the number all track
candidates. This ratio provides information about the change of the number of local maxima per
candidate. The legend depicts the average number of maxima in each data sample.

In order to check the quality of each single selection step and also the combination of all selec-
tion criteria steps, their electron identification performance is assessed. Therefore, the number
of electron candidates per event after each selection step is displayed in Fig. 7.8 (left). The
strongest reduction of the number of candidates arises from the electron candidate selection.
Additionally, the particle identification rejects hadron tracks which reduces the number of par-
ticle candidates further. The close pair rejection, has a stronger effect on the number of tracks
than the electron identification. This indicates that a large number of electrons from conversion
pairs contribute to the sample of identified electron candidates. Finally, the number of electrons
is reduced to four tracks per event at maximum.

The result discussed above does not provide any measure of the quality of rejected and ac-
cepted electron candidates. To provide a measure of quality, Fig. 7.8 (right) compares number
of local maxima per candidate after each selection step. Since the number of local maxima
corresponds to the number of identified Cherenkov photons per electron, a high number indi-

cates a better ring quality. As a result, the mean number of maxima increases after the electron
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candidate selection and multivariate electron identification procedure. Although the multivari-
ate particle identification removes less tracks than the electron candidate selection, a stronger
increase in the maxima number is achieved after application of the multivariate electron identi-
fication criteria. In contrast to the previous analysis steps, the close pair rejection shows a small
reduction of the mean number of maxima. This can be explained by the removal of tracks with
small opening angles, which are matched to partially or fully overlapping regions of interest. In
case of overlapping rings, the RICH hits of both tracks are accumulated and the sum is assigned
to both tracks as their backtracking information. Those tracks have more maxima than a typical
single electron has. As a consequence, this selection step removes tracks with more maxima
than average and results in a reduced mean number of maxima.

Besides the estimation of the number of candidates per event and their quality, a compari-
son of the MVA analysis to the reference analysis monitors its identification performance. The
momentum distributions of the reference analyses are compared to the one of the MVA analysis
in Fig. 7.9 (left). A clean electron identification is expected to provide an exponentially decay-
ing spectrum. Any deviations from such a shape are caused by impurities due to hadrons or
momentum dependent selection criteria. In the low momentum region, all analyses show an ex-
ponential drop-off. The MVA analysis shows a much larger number of reconstructed electrons
up to a momentum of p = 500 MeV/c than the other analyses. The strong efficiency increase
of the MVA analysis, is based on the reduced RICH response requirements. They are sufficient,
since most of the charged pion background is already rejected by the particle velocity criterion.
Above 500 MeV/c, both reference analyses deviate from the exponential shape, due to hadron
contamination. This effect is stronger for the backtracking reference analysis, since the single
backtracking observables are less decisive than the RICH matching quality of the standard ring
finder. In contrast to the reference analysis, the MVA analysis shows still an exponential behav-
ior, due to its enhanced identification quality. However, a step at p = 700 MeV/c is present and
induced by requiring a more significant RICH response (NgT Maxima>> 1), Which is necessary to
further suppress hadron tracks. To examine the rejected hadrons in more detail, Fig. 7.9 (right)
shows the ratio of identified single electrons to input candidates. While electrons are dominant
in the low momentum region at high velocities, the charged pion background is mostly present
in the velocity region below 5 = 1 at higher momenta. The strongest reduction of tracks is
present in the area with less pion isolation capability by velocity. Moreover, the selection of at
least two maxima above p = 700 MeV/c is also visible due to a reduction in the ratio.

For the quality estimation of close pairs, different observables are needed. An effective
rejection should remove tracks stemming from conversions pairs, to reduce the background.
Furthermore, the number of electron pairs with a large opening angle should be unaffected.
In order to check the rejection quality, one simulated electron per sector is embedded in real
events. Those electrons can be seen as belonging to an open pair, which should not be rejected
by the close pair removal criteria. The embedding quantifies the number of rejected electrons in

an environment of realistic background track contribution. Fig. 7.10 (left) shows the removal of
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Figure 7.9: Left: Momentum distribution, in the acceptance of the RPC detector, presented after
the single electron identification for the multivariate analysis as well as the reference analyses using
backtracking (RF) and the standard ring finder (RF). Right: Ratio of tracks after single electron
identification to all input tracks. It demonstrates the background rejection for tracks in the acceptance
of the RPC detector.

electrons due to the close pair rejection criteria. The rejection is stronger in the acceptance of the
RPC detector. This is expected due to combinations of electrons with random close by hadron
tracks, which are more abundant in the low polar angular region. Therefore, the search range
for close by tracks is reduced linearly towards smaller polar angles. However, the decreased
search range does not compensate the reduction due to combinations with hadrons completely.
Further results are obtained by reconstruction of electron pairs in experimental data since an
assessment of the reconstructed pair spectra provides direct information about the dielectron
signal quality '!. The reconstructed combinatorial background is reduced to approximately 20%
over the full mass range (see Fig. 7.10 (right)). In contrast to the background, the signal is only
reduced to values around 55% in the mass region up to M., = 0.1 GeV/c?. As a consequence,
the signal-to-background ratio is enhanced and this results in an improved signal quality.

Due to the large statistical error, the signal in the high mass region fluctuates more, but it is
still less reduced than the background. An additional cross-check comes from the fact, that the
reduction of the pairs should be the product of the reduction of single electrons. An assumption
of an equally distributed number of electrons in TOF and RPC, would result in a single elec-
tron reduction factor of approximately 0.8 which corresponds to a pair signal reduction factor
of 0.64. Latter one is comparable to the value estimated with the pair spectra, especially by
consideration of the large statistical errors and the uncertainty due to the approximation of the
electron momentum distribution.

In order to demonstrate the standard selection as optimal solution, a variation of the pair

rejection criteria is performed (see Fig. 7.11). In this figure, the close pair rejection explained

1See chapter 8 for explanation of the pair reconstruction.
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Figure 7.10: Left: Ratio of the number of identified electrons with and without close pair rejection.
As electron source, one electron per sector is embedded in real events and analyzed along with the
real data sample. Right: The signal and background (C Bgeor,) yield is obtained from reconstructed
pair spectra.
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Figure 7.11: The significance (left) and signal-to-background ratio (right) are estimated with in-
variant mass distributions '° in the mass range from 300 MeV/c? to 700 MeV/c2. In both figures,
results after a variation of the close pair rejection criteria are presented. The standard (Std) selection
is compared to others with varying the upper angular limit (CP+2°) and without close pair rejection.
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in section 7.5, the so-called standard (Std) analysis, is compared to results obtained with varia-
tions of the rejection criteria. The signal-to-background ratio rises strongly with an increasing
rejection angle limit. Although the signal-to-background ratio is rising steadily, the signal yield
is reduced. Therefore, the significance of the signal is investigated in addition and shows a max-
imum for the standard rejection criteria. Stronger rejection criteria remove signal, because of
fake combinations, which are more likely due to increased search range for close partners. Con-
sequently, the applied selection performs the best in order to improve the signal quality together
with small losses of signal.

In addition to the quality checks based on experimental data, the selection is tested with
simulated data as well. This study is motivated by the RICH performance investigation in sec-
tion 6.2.3. As an example, the number of cluster pads per candidate observable is chosen to
demonstrate the level of agreement between experimental and simulated data (see Fig. 7.12). In
order to obtain more conclusive results, the distributions are plotted separately for tracks with
good (0 < RichQa < 1.5, see Fig. 7.12 (left)) and bad (0 > RichQa or RichQa > 1.5, see Fig.
7.12 (right)) matching quality. The candidates with good matching qualities show only a shift
of 0.6 pads in the overall distribution, while the yield for the distribution of candidates with bad
matching qualities deviates strongly. Especially, the number of tracks with a small number of
pads per candidate in simulated data exceeds those in experimental data strongly. This results
from the tuning of the RICH simulation, which was based on well identified electrons with good
rings only. Therefore, electrons with bad ring signatures are not modeled properly.

In summary, the single electron identification gains in efficiency when applying the MVA
method. A large number of hadron tracks and fake combinations are removed properly by the
electron candidate selection and multivariate electron identification. This is indicated by the
pion suppression factor (see Fig. 7.13 (left)) revealing that at maximum two out of 10000 pions
are reconstructed as good electron candidate. Afterwards, the close pair rejection improves the
signal quality which is indicated by a maximized significance. However, a comparison between
experimental and simulated data reveals deviations between the two. This is of major impor-
tance for the efficiency correction of tracks. Finally, the reconstructed tracks of events that are
used for pair reconstruction are presented in Fig. 7.13 (right). The distribution is dominated by

one ete” pair per event.
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Figure 7.12: Number of pads in clusters per candidate shown for rings with good (left) and bad
(right) matching quality.
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Figure 7.13: Left: Pion suppression as a function of invariant mass. The value is estimated using
7/~ embedded in real events and constructed as ratio of pions identified by the electron identifica-
tion to pions in the HADES acceptance. Right: The number of reconstructed electrons and positrons
per event. Only events with at least two candidates are used for pair reconstruction.
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Chapter 8
Reconstruction of dielectron signal

In the previous chapter, the results for the single electron identification were presented. The
next step of this analysis is focused on pair reconstruction, including the determination of the
invariant mass, pr, rapidity and helicity distributions of the emitting source. Since there is no
information of the relation between particles available, all possible unlike-sign pair combina-
tions on event-by-event basis are calculated. Unfortunately, a large amount of combinatorial
background (see Fig. 8.1) is created in this approach. This background contribution must be
subtracted from all pair combinations in order to estimate the true signal pairs. A high quality
background description is necessary for a well estimated signal contribution. The signal qual-
ity can be improved by increasing the signal-to-background ratio. Hence, a recursive minimum
opening angle restriction is applied to reduce the background. Each lepton having at least one
opposite-sign partner below the opening angle limit is removed before pair combination. The
remaining combinatorial pairs are estimated by two approaches for background calculation.
Systematic deviations in the background estimation will be corrected by an additional correc-

tion factor.

e-

Figure 8.1: Illustration of two different background types. In case of uncorrelated background (left),
the paired leptons originate from different sources. Semi-correlated background (right) is caused by
leptons from an identical source.
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8.1 Methods for combinatorial background estimation

8.1.1 Phenomenology of the combinatorial background
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Figure 8.2: Fractions of different pair combinations that form combinatorial background pairs. The
sum of all background contributions is indicated by the black line. The identified single leptons are
scaled by a factor of 0.5 to accounted for the overestimated efficiency in simulation (The value is
obtained as average correction factor estimated in section 9.2).

The background comprises wrong pair combinations of tracks, that can be subdivided into vari-
ous background sources of different origin. Besides real leptons, also a small number of hadrons
or fake tracks, created due to wrong combination of detector hits, are reconstructed and con-
tribute to the background. In case of uncorrelated pairs (see Fig. 8.1 (left)), each lepton that
originates from different "mother" particles, leading to a structureless background contribution.
In contrast, semi-correlated background (see Fig. 8.1 (right)) is created in case two tracks with
different "mothers", but the same "grand mother", are paired. Due to their correlation, the back-
ground shape can show bump-like structures.

To estimate the sources of background contributions, a simulated cocktail containing 7°, 7
and dielectrons from a coarse-grained transport approach is embedded in UrQMD events. The
particles are identified as described in chapter 7 and categorized in electrons (LEP), hadrons
(HAD) and fake matches (FAKE) using Monte Carlo information. The results in Fig. 8.2 com-
pare the background sources contributing to the combinatorial background and show, that pairs
of two electrons are the most abundant background source. Moreover, uncorrelated electron
pairs have a larger contribution than semi-correlated ones. Latter ones are mostly present in

the low-mass region, since they are formed by decay products from 7°-Dalitz or 7° — ~ de-
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cays. At higher masses, their relative contribution reduces. Also, fake tracks contribute to the
background in the full mass range. They are mostly paired with a true electron and form uncor-
related background. Pairs with one or two hadrons are very rare. This indicates a high purity of
the single electron sample.

In conclusion, the low-mass region (M. <0.15 GeV/c?) requires consideration of semi-
correlated background while the higher mass region comprises mostly of uncorrelated back-
ground. In the following section, two methods for estimation of appropriate background contri-

butions will be discussed.

8.1.2 Same-event like-sign background

One approach for background estimation is based on combination of two electrons from the
same event. In this approach, like-sign pairs are used for the background description. For im-
plementation, the geometrical (C'Bgeop,) or arithmetical (C'B,,i1;,) mean of like-sign pairs is
calculated to estimate the combinatorial background:

CBgeom = 2V N+TN——, (8.1)

CByin = NTT+ N—. (8.2)

A check of the validity of this method was investigated in [145] for muon contributions in the
dilepton spectrum of the NA50 experiment. The presented background estimation approach is
based on the assumption of an independent production of muons from semi-leptonic decays.
Moreover, the number of leptons per event is assumed to follow a Poisson distribution, while
the momentum correlation for semi-correlated background contributions is neglected. The pro-
cedure was tested for examples with absence and presence of semi-correlated background. It
is concluded, that the subtraction procedure works well without semi-correlated background
contribution but deviates for an increasing contribution of semi-correlated background.

In HADES, semi-correlated background has only a small contribution in the 7° mass range.
In the mass range above 7°, the amount of semi-correlated background is completely negligible.
Comparing the background estimated with C' By, and C B,,;;;, shows differences in the back-
ground yield. The yield of the combinatorial background using the geometrical mean is always
lower or equal to the one using the arithmetical mean. However, only the geometrical mean
does consider deviations due to imbalance of the number of charged particles and is therefore
chosen as method for same-event like-sign background estimation.

8.1.3 Mixed-event background

Instead of using electrons from the same event, uncorrelated pairs can also be reproduced by

mixing particles from different events. The so-called event-mixing procedure offers the advan-
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tage of large statistics due to multiple usage of electrons from a given event. However, semi-
correlated background is not reproduced by this technique. An accurate background description
requires the consideration of the event characteristics. The following four event properties are

considered:
* Centrality: The electron reconstruction efficiency is centrality dependent.
* Reaction vertex: The acceptance is modified due to variations in the vertex position.

* Reaction plane: Flow effects modify particle distributions as a function of their emission

angle.

* Time: Small efficiency losses of detectors systems for a limited time period modify the
particle reconstruction efficiency.

Technically, the event mixing [139] consists of two buffers for electrons and positrons, that are
filled with identified electrons. Once the buffers are filled, the first particle in each buffer is
combined with every particle of the oppositely charged particle buffer. After all combinations,
the first element in each buffer is removed. This procedure is executed iteratively every time the
buffer is filled completely. As already mentioned, the electron properties depend on the event
characteristics and electron candidates with the similar event properties should be categorized in
the same event class. Consequently, two buffers for each event class are implemented, whereby
electrons are only mixed within their specific event class.

For the application, the granularity of the event classes for a sufficient background descrip-
tion is estimated. The amount of event classes is a trade-off between the precision of background
description and many pairs to reduce statistical fluctuations in each event class. To check the
differences, due to variation of the event mixing setup, the number of event vertex classes and
reaction plane classes as well as the number of input files is varied. Furthermore, the input elec-
trons are selected out of events with at least one electron, two electrons or two electrons with
opposite charge. The different variations are compared to a standard event class setup using four
multiplicity, seven vertex and four reaction plane classes, calculated using 250 input files and
events with at least two identified particles. The deviations from the standard background are
estimated by building up a ratio of the yield estimated with a modification of the event mixing
setup to the yield estimated with the standard setup.

In the result presented in Fig. 8.3 (left), the black points have the strongest deviations from
unity in the mass region above 0.20 GeV/c?. Therefore, more than three event vertex classes
should be considered for the mixed-event background calculation. The setup with 15 vertex
classes does not have significant systematic deviations from unity over a broad mass range. A
comparison of a different number of reaction plane bins shows a deviation of the order of 1%
above a mass of 0.20 GeV/c? in case only one reaction plane class is used. In contrast, the setup
with 8 reaction plane classes does not show a systematic deviation. In conclusion, the standard

event mixing setup describes the background shape sufficiently.
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Figure 8.3: Variation of the combinatorial background (CB) when applying more refined event
classes (N (Mee) /N5(Mee)). A variation of the event vertex classes and reaction plane (left), the
number of input files (center) and the input event types (right) is shown.

In addition, the impact of varying the number of input events is determined. Since the detection
efficiency might vary over time, the background is reproduced the best for short timescales.
Using large time scales might smear those detector effects and modify the background shape.
A comparison of setups with a different number of input files in Fig. 8.3 (center) reveals no
significant deviations of multiple neighboring bins from unity for the setup using 50, 100 or 175
input files. There is a slight indication that the setup using 350 and 500 input files underestimates
the background yield of the standard setup above a mass of 0.4 GeV/c. This hints that the impact
of the number of input files to the background shape is small. Finally, 250 is chosen as number
of files to assure a high statistic coverage in the high mass region.

An impact of using events with at least one electron or at least two oppositely charged
electrons are compared to the standard setup in Fig. 8.3 (right). The different input types modify
the slope of the event mixing background strongly. Since the same-event background estimation
is based on events having at least two electrons, these are also chosen for the mixed-event
background estimation.

The mixed-event background has to be properly normalized. For that we use the same-event
like-sign. The mass range between 0.20 GeV/c? and 0.30 GeV/c? is chosen for normalization.
The range is tuned to avoid the application of the mixed-event background in the semi-correlated
background region. Moreover, the statistical fluctuations in the same-event like-sign background
should be small. Finally, the combinatorial background consists of the same-event like-sign

background below and the mixed-event above a mass of 0.2 GeV/c?.

8.2 Correction for unlike-sign/like-sign pair differences

In HADES, the particles are bend by a magnetic field to determine their momentum. Electrons
and positrons are bend in different directions. This effect is of importance for the particle ac-

ceptance but also for their detection efficiency. Since the same-event like-sign background is
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estimated using a different charge combination than for the actual unlike-sign background, the
background distribution needs to be corrected for these efficiency and acceptance differences.
The correction is based on like-sign and unlike-sign pair distributions estimated with event
mixing. For the estimation of the acceptance and efficiency difference, the so-called k-factor
[146] is constructed as a ratio of unlike-sign pairs to the geometrical mean of like-sign pairs:
Nt~

k= : 8.3
P NN &

where the N*=,N*" and N~ are the number of pairs with respective charge obtained from

event mixing. The resulting k-factor is presented as a function of opening angle and mass in
Fig. 8.4 (left). At low masses, two areas with a strong deviation from unity are clearly visible.
More specifically, the k-factor at an opening angle o ~ 20° is smaller than 1. This arises in case
of a pair close to the detector edge (see Fig. 8.5 (Case 1)). At one detector edge, only particles
with one specific charge are bend out. For this reason, the unlike-sign yield is reduced at the
small and large polar angle edge of HADES. Therefore, like-sign pairs are more likely than
unlike-sign pairs for combinations of electrons from the same detector edge. Consequently, the
combinatorial background is overestimated.

The second significant deviation from unity is present at opening angles above o > 60°.
It is caused by combinations of an electron from the inner with one from the outer detector
edge. Since one specific charge is bend out at a given edge, mostly unlike-sign pairs will be
reconstructed in case of a combination of electrons from opposite detector edges (see Fig. 8.5
(Case 2)). As a consequence, like-sign pairs are reduced. Therefore, the like-sign yield needs to

be increased. At larger masses the k-factor is flat but still slightly above unity.
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Figure 8.4: Left: k-Factor as a function of mass and opening angle for 0-40% centrality. The relative
frequency of pairs in each bin is indicated by the size of the blue boxes. Right: Centrality dependent
k-factor, where the statistical errors are neglected to enhance the visibility. The statistical errors rise
towards larger masses and reach =~ 1% at M = 0.15 GeV/c? and ~ 1.5% at M = 0.45 GeV/c?.
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— Electron

— Positron
® Signal

Target

Case 2

Figure 8.5: Two cases that create pair sign sign efficiency and acceptances differences. Example
tracks are indicated by lines and will be bend differently in dependence of their charge. Conse-
quently, hits of one charge are accumulated at one detector edge.

Finally, the combinatorial background distribution
of a one dimensional observable (e.g. mass) is
multiplied with the respective one dimensional
k-factor. The k-factor is evaluated and applied
for each centrality class, separately (see Fig. 8.4
(right)). All k-factors show a similar trend, which
is expected since the effects from acceptance and
efficiency are the same for all centrality classes.
However, a general decrease of the k-factor to-
wards more central events is clearly visible. This
effect might be explained by fake tracks. Since the
number of outer segments is larger in more central
collisions, it is more likely to build a fake match of
an inner MDC segment with a random outer MDC
segment and create a fake track. In this case, the
charged particle imbalance is reduced and more
like-sign pairs are reconstructed. A more differ-
ential application (e.g., mass and opening angle)
does not modify the resulting total background
distribution compared to k-factor application in

one dimension (e.g. mass) only.
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Figure 8.6: k-Factor estimated with simulated
an experimental data. The Exp. and Sim. re-
sults are obtained with reconstructed tracks.
The filtered curves are estimated by weighting
of GEANT tracks with efficiency and accep-
tance. (See chapter 9 for efficiency and accep-
tance estimation.) Statistical errors are only no-
ticeable using simulated data and are indicated
by the red band. (Picture taken from [139])

In order to understand the systematic behavior of the k-factor, the reconstruction was studied

in experimental and simulated data (see Fig. 8.6). The curve that was only filtered by acceptance

differs strongly from the other curves. This indicates that the efficiency has to be taken to ac-

count for corrections. All other cases do not differ much among them. The largest deviations be-
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tween the different methods appear in the low-mass region M., < 0.2 GeV/c?. This is expected,
since the acceptance and reconstruction differences are the strongest for single electrons with

small momenta, that result in small invariant masses for pairs.

8.3 Results

The combinatorial background was reconstructed and the k-factor for correction of pair-sign
dependent efficiency and acceptance effects was estimated. For signal reconstruction, the same-
event like-sign background is multiplied by the k-factor for each centrality class separately.
To adjust the background contribution in the high mass region, the mixed-event background is
matched to the same-event background in the mass range between 0.20 GeV/c? and 0.30 GeV/c?2.
All pair distributions are limited to a minimum opening angle of a pair. An application of dif-
ferent opening angle thresholds resulted in a 9° limit as the best option. A restriction to opening
angle limits below 9° results in worse background rejection while the application of opening
angle limits above results in an increased reduction of the signal over the whole mass range.
Finally, the background is subtracted from the spectrum of all unlike-sign pairs and results in
the signal spectrum.

In order to check the background estimation quality, the same-event and mixed-event back-
ground are reconstructed in experimental data (see Fig. 8.7). The overlapping distributions agree
over a broad mass range and the largest deviation arises in the mass region M., > 0.40 GeV/c?.
Those deviations are still within the statistical errors. The only deviation beyond, arises due to
semi-correlated background in the low-mass region around 0.10 GeV/c?.

Finally, the signal spectrum is pre-
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mass region between 0.15 GeV/c? and
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0.30 GeV/c?. As a consequence, the background knowledge in this specific region must be very
precise, since the background quality has a stronger influence on the signal yield. The ratio is
enhanced in the high mass region to approximately 20%. However, the signal quality does not
improve further due to the statistical error of the unlike-sign pair spectrum. Therefore, further
improvements of the statistical error of the mixed-event background will not lead to an improved
signal quality. Additionally, the significance, i.e. Sig/+/Sig + Bg, is shown in Fig. 8.9 (right).
It drops towards higher masses due to the decreased number of signal pairs. The rise of the
signal-to-background ratio around M., = 0.30 GeV/c? is reflected in the significance curve by
a small increase. But in total, the quality of the spectrum is mainly guided by the number of

produced pairs.
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Figure 8.8: Reconstructed signal (red circles) after background subtraction is shown together with
the sum of unlike-sign pairs (black circles) and the estimated combinatorial background (blue cir-
cles).
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Figure 8.9: Left: Signal-to-background ratio as a function of invariant mass for 0 — 40% (green
squares), 0 — 10% (red circles) and 30 — 40% (blue circles) centrality. Right: Significance as a
function of invariant mass for 0 — 40% (green squares), and 0 — 10% (red circles) most central
collisions. It is mainly guided by the lower number of pairs towards higher masses.

8.4 Systematic errors due to combinatorial background sub-
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Figure 8.10: Systematic error arising from the back-
ground estimation method. All curves are scaled
by the signal-to-background ratio to propagate the

background error to the signal.
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The resulting combinatorial background dis-
tribution has been presented section 8.3 [139].
Every method applied for background estima-
tion contains systematic uncertainties which
have to be evaluated. In general, there are
two uncertainties, one arising from the uncer-
tainty of the k-factor determination and a sec-
ond one from the background estimation it-
self.

The error of the k-factor is estimated by a
comparison of the k-factors derived from ex-
perimental and simulated data (see Fig. 8.6).
The deviations between the different genera-
tion approaches are used to evaluate the er-
rors. Only the approaches based on recon-

structed data are used. Otherwise, the efficiency and acceptance error of filtering would be also

considered. An estimation of the maximum differences between the methods using simulated

and experimental data reveals, that the methods differ within 0.5% in mean. This error is set in

the range at which the k-factor is applied (M., < 0.3 GeV/c?). As second systematic uncertainty

is caused due the variation of the background yield. This error arises, due to systematic devi-

ations in the evaluation procedure of the same-event like-sign and the mixed-event unlike-sign

134



8.4. SYSTEMATIC ERRORS DUE TO COMBINATORIAL BACKGROUND SUBTRACTION

background. The differences in the yield are estimated by choosing two different normalization
regions, namely the mass ranges of 0.2-0.3 GeV/c? and 0.3-0.4 GeV/c?. A comparison of the
background obtained with the two-different normalization regions results in a variation by 1.8%
of the background. Since the origin of the deviations can not be assigned to the same-event or
mixed-event background, it is used as a general uncertainty of the background over the full mass
range.

Both background errors are added quadratically and have to be scaled by the signal-to-
background ratio in order to be used as error on the signal:

ANg,r, AN,? ANg,?\ ,Si
BgTot _ Ey 208 )y Y9 (8.4)
NBgTot Nk NBg Bg

The result of systematic error due to the background contribution is shown in Fig. 8.10. In
conclusion, the errors are dominated by the signal-to-background ratio. Therefore, a maximum

error is reached in the mass region between 0.2-0.3 GeV/c?.
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Chapter 9

Efficiency and acceptance correction

Single eff 1D Acc
(acc) et ete
Pluto Pair eff (acc)
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(acc) e In acc? ere

Missing sec?

Figure 9.1: Flow of the efficiency and acceptance factor estimation. The single electron efficiencies
serve as input for the pair efficiency and pair acceptance estimation. A pair efficiency is estimated
only if both tracks are in acceptance. In case a track passes at the position of a sector excluded from
analysis, the pair efficiency is set to 0.

The resulting invariant mass distributions, that were presented in chapter 8, are affected by the
detector acceptance and the electron reconstruction efficiency. In order to compare the resulting
data with other experiments or model calculations, the pair spectra have to be corrected for
those effects. Simulated tracks, which were transported trough the detector using the GEANT
package, are used to evaluate the correction factors. The corrections are split to acceptance and
efficiency losses as follows:

* Acceptance: Accounts for losses if particles do not traverse active volumes at the detec-
tor. Furthermore, restrictions of momentum (0.10 GeV/c < p < 1.00 MeV/c) and the pair
opening angle (o > 9°) are also considered.

* Efficiency: Losses due to track reconstruction and electron identification criteria.

The corrections are estimated in two steps (see Fig. 9.1). In the first step, correction matrices
for single electrons are evaluated as a function of polar angle (©), azimuthal angle (®) and

momentum. To do so, one single electron per sector is embedded in real events. The estimated

137



CHAPTER 9. EFFICIENCY AND ACCEPTANCE CORRECTION

single electron efficiency and acceptance matrices are used in a second step to estimate a one
dimensional pair correction via an input distribution based on simulated pairs from realistic

models.

9.1 Single track correction

The correction factors for single electrons or positrons are estimated using embedding of simu-
lated tracks into real events. A definition of acceptance and efficiency of tracks has been defined
previously. The definition translates to the following criteria to define the acceptance and effi-

ciency for simulated tracks:

* Accepted tracks (N,..): Generated electron tracks that are crossing at least four MDC

layers per chamber and one of the time-of-flight detectors.

¢ Reconstructed tracks (/NVg..,): Generated electron tracks, that were identified as electron
(see chapter 7). Furthermore, fake tracks are rejected by requiring, that at least 50% of
MDC wire signals were created by the input track. This assures a pure electron efficiency

estimation.

The acceptance factor € 4., and efficiency factor e, are defined as follow:

N cC
€ace = N"‘ : 9.1)
A
N eco
EEff— N]Z ; (92)

where N4, stands for the number of simulated electrons in full phase-space. Simulated tracks
are chosen as reference particles since they can be easily monitored. In order to cover the full
phase-space with a sufficient statistic, electrons, distributed uniformly over momentum and O,
® angles, are generated. Afterwards, one electron per sector is embedded in real events.

Accepted tracks are defined by checking the hits in the sub detectors as explained above. For
particle identification, the selection criteria are applied in the same way to embedding data, as
they are applied to real data and comprise the electron candidate selection, multivariate electron
identification and close pair rejection criteria (see chapter 7). The true properties of recon-
structed tracks can be used to check the reconstruction quality. This allows the identification of
fake combinations that consist only partially of the original track. These are not considered as
good identified tracks.

Once tracks are identified, they are assigned to the respective ©, ® and p bin. The true
values and the reconstructed properties are available to fill the track in the corresponding bin.
A comparison of efficiency estimation using true or reconstructed momentum values (see Fig.
9.2 (left)) reveals a significant increase of efficiency by using the reconstructed values of mo-

mentum. This effect is caused due to a general shift towards lower values of the reconstructed
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Figure 9.2: Left: Efficiency estimated with true (GEANT kine) and reconstructed momentum. The
integrals of both distributions are different, since a different number of electrons is excluded by an
lower and upper momentum limit (100 < p < 1000 MeV/c). Right: True and reconstructed mo-
mentum for a true momentum of 300 < p < 310 MeV/c. The reconstructed momentum is smeared
by detector resolution and bremsstrahlung of electrons. In total, only 40% of reconstructed tracks
have the same momentum as the had as input. The bremsstrahlung causes that 40% of tracks have a
smaller momentum than the true input momentum.

momentum caused by bremsstrahlung process (see Fig. 9.2 (right)). Because of the uniform dis-
tribution of the electron momentum (not exponential drop off), the amount of accepted tracks in
the low momentum region is enhanced artificially. Due to the exponential decrease of a physical
electron distribution towards large momenta, this effect will be strongly reduced in real data.
Consequently, the true momentum (GEANT kine) is better suited to determine the momentum
and is used to sort the electrons. Finally, histograms counting the number of input, accepted
and identified tracks are obtained. The efficiency and acceptance matrices are estimated and a
Savitzky-Golay noise filter is applied to those in order to smooth edge effects of detector re-
gions with small statistics. The application of the noise filter has only a small impact, since the
distribution is only smoothed slightly while the overall values are not modified.

The final efficiency matrices as a function of the polar, azimuthal angle and integrated over
momenta are presented in Fig. 9.3. Both matrices indicate deviations between the sectors, which
are caused by a lower performance of MDC or RICH. Furthermore, structures within the sectors,
caused by a reduced performance of single cells of TOF or RPC, are also visible. The acceptance
matrices are presented in Fig. 9.4. They show a constant acceptance value inside the sector and a
reduced one at the sector edges. Outside the sector acceptance, a few tracks are visible. However,
the probability of having such tracks is very low. Consequently, their contribution to the pair

spectra is negligible.
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Figure 9.3: Single electron efficiencies (egyy) for positive (left) and negative (right:) electrons
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Figure 9.5: Multiplicity dependence of efficiency (e ) for positrons (left) and electrons (right).
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Differences in acceptance of electrons and positrons are caused by their deflection in the mag-
netic field. Since electrons are bend towards larger polar angles, their acceptance is higher in the
small polar angle region. Besides the angular and momentum dependence, the centrality depen-
dence of the electron efficiency is also of interest. For that reason, the efficiencies of different
multiplicity classes are compared in Fig. 9.5. The efficiency is decreasing with track multi-
plicity. All curves show a reduced efficiency at higher momenta, due to the stronger electron
identification criteria beyond momenta of p = 700 MeV/c.

9.2 RICH efficiency correction factor

The correction of the single electron yield is based on simulated electron tracks embedded to
real data. Therefore, the correction is only valid as much as the embedding procedure and the
digitizer are close to reality. Especially, the response of the RICH detector is of importance
for the electron reconstruction. The RICH digitizer was adjusted to reproduce the response
based on a sample of good rings and shows deviations in the number of reconstructed electrons
for rings with low quality (see section 6.2.3). This has also been seen during single electron
identification. A comparison of the number of pads per ring between good' and bad® rings
showed a large difference in the yield between simulated and experimental data for tracks with

bad ring signatures (see Fig. 7.12).
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Figure 9.6: Left: Velocity as a function of momentum of electrons used for estimation of the RICH
correction factor. The sample contains all tracks passing the standard track sorting (see section 4.4).
The red box indicates the selected particles. Right: Ratio of identified tracks in real data to the
ones identified in simulation. It is presented for tracks with two backtracking maxima. The red area
corresponds to the MDC sector which was not operating properly during data taking.

10 <RichQa< 1.5
20 > RichQa or RichQa > 1.5

141



CHAPTER 9. EFFICIENCY AND ACCEPTANCE CORRECTION

Therefore, the impact of bad reproduced events in simulation on the efficiency estimation will
be checked. This analysis is based on electrons selected with a basic electron identification.
Therefore, the standard track sorting (see section 4.4) requiring a minimum RICH response®,
is chosen. In addition, the velocity is restricted to high 3 values while only low momentum
(p <500 MeV/c) tracks are chosen (see Fig. 9.6 (left)).

A ratio between the number of experimental and simulated tracks is calculated as a function
of the number of backtracking maxima, © and ® angles. An investigation as a function of the
significance of the RICH response, reveals rings with bad ring signatures*, as the ones with the
largest deviations. However, those electrons are the dominant fraction of the identified electrons.
In contrast, the difference between simulated and experimental data for good rings is only small.

In order to search for differences as a function of polar (©) and azimuthal (®) track angle,
a two dimensional distribution is shown in Fig. 9.6 (right). The distribution indicates, that the
differences depend on both angles. In general, a strong deviation between the number of sim-
ulated and experimental tracks is seen in each sector. Consequently, an additional correction
factor needs to be applied for a proper efficiency correction of tracks with bad ring signatures.
The following properties should be incorporated in the correction factor:

* Independent from the electron identification analysis.
* Spatial dependence to consider position dependent effects.
* Averaged correction value to secure stable single track corrections.

As the results from Fig. 9.6 (right) are obtained from an independent analysis, they provide
an ideal basis for the discussed RICH correction factor. Furthermore, the three dimensional
(©, ®, p) dependence assures a precise description of the effect. However, the statistics of
simulated events is limited and rings with a large number of maxima are rare. Consequently,
the correction is limited to four backtracking maxima per candidate in order to provide a stable
correction value. This restriction has only a small impact, since the relative contribution of
tracks with more backtracking maxima is small and shows less deviations between simulated
and real data.

For application, the correction factor is incorporated to the single electron efficiency calcu-
lation process. Therefore, the number of backtracking maxima and RICH matching quality of
every electron, that is tagged as reconstructed, is obtained. In case of a bad ring signature, the
corresponding correction factor is obtained from the input matrix (©, ® and N1 nfaxima) and
is filled in a three dimensional matrix as a function of ©, ® and p. Consequently, an averaged
correction factor is obtained. Finally, the efficiency matrix, estimated with single electrons, is
multiplied by the correction factor matrix. As a consequence, a more realistic efficiency correc-
tion matrix for the backtracking electron identification is obtained. The strength of the correc-

31 backtracking maximum per candidate.
#Corresponds to a small number of backtracking maxima per candidate.
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tion is already seen on the mass dependent electron pair efficiency curve in Fig. 9.8 (left). As a

result, large differences are obtained and stress the importance of this correction procedure.

9.3 Pair correction

Single electrons could be corrected by efficiency as discussed in section 9.1. However, this
method has several weak points:

* Combinatorial background: The correction factor is applied on event by event basis
to each single track before the combinatorial background pair is built. However, the es-
timation of combinatorial background is fully based on counting statistics and does not
incorporate scaling factors due to efficiency corrections.

* High mass range: Only a few pairs are reconstructed in the high mass range. For this
reason, small statistical deviations in the spectrum of reconstructed pairs are corrected
by large correction factors and thus might result in large deviations in the corrected pair
spectrum.

* Low performance sectors: The data sample contains events, whereof sectors, where at
least on of the sub detectors had a lower performance, were temporarily excluded from
the analysis (see section 4.2). The final pair spectrum must be corrected for sectors, that
were excluded from analysis.

A way to overcome all those disadvan- 3
tages is to apply a pair correction proce- g 2.8-
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Figure 9.7: Impact of sector combinations excluded from
analysis on the pair efficiency. Combinations of the sec-
tors are depicted in the legend. Relative to sector 2, sector
tion 9.1). 10 million 7 and 7y as well as 1 1 and 3 are neighboring and 5 is the opposite sector. The
billion coarse-grained dielectron events correction is much stronger for two than for one missing
sector and does depend on the sector combination. Small
differences (e.g. between black and yellow) are induced
by efficiency differences between sector 1 and 3.

cies, which are retrieved from the three

dimensional efficiency matrix (see sec-

are generated with Pluto and used as in-

put pairs. Based on these events, a one

143



CHAPTER 9. EFFICIENCY AND ACCEPTANCE CORRECTION

dimensional (e.g. mass, p; or y) efficiency curve is estimated as the average efficiency of pairs.
An acceptance correction curve is modeled analogously. In this case, every generated electron
pair is chosen. Furthermore, the three dimensional acceptance matrix obtained with single elec-
trons is chosen for estimation of the pair acceptance.

This procedure does not yet incorporate sectors, that were excluded from analysis. To con-
sider the effects due to missing sectors, every combination has to be considered separately, since
each correction factor has a different mass dependence (see Fig. 9.7). Therefore, all missing sec-
tor combinations with at least 4 active sectors are extracted from the data sample of the entire
beam time. Later on, those distributions are used to sample the missing sectors for events with
generated Pluto pairs. In case a sector is missing, the efficiency of a track from that sector is set
to 0. By this, the electron efficiency is reduced and will account for sectors excluded from the
analysis.

The efficiency and acceptance corrections are presented in Fig. 9.8 (left). The curve in-
cluding the RICH factor is enhanced by approximately two, but the difference between both is
rather flat over the whole mass range. In contrast, the acceptance correction has a strong mass
dependence. It has much smaller values at small masses due to the acceptance losses of low
momentum tracks and pairs with opening angles smaller than 9°. Additionally, a centrality de-
pendent efficiency is estimated (see Fig. 9.8 (right)). As expected, the largest corrections are

extracted for the 0 — 10% most central collisions.
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Figure 9.8: Left: The efficiency with and without RICH correction factor is estimated with thermal
electrons as input and shows a similar shape. Additionally, the acceptance correction is shown.
Right: Pair efficiency as a function of invariant mass for four centrality classes. This efficiency
includes the RICH correction factor.

9.4 Quality assessment of corrections

Before the efficiency corrections are applied to real data, the validity and quality of the method

needs to be proven. Therefore, tracks are reconstructed in simulation and compared to the cor-
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responding input information. This approach will be presented for the reconstructed mass dis-
tribution as an example.

As simulated data sample, UrQMD events, containing one embedded electron pair per event,
are used. The sample contains events whereof 10 million 7°, n and electrons from coarse-
grained transport model are embedded, resulting in a total event sample of 30 million. This
sample contains a much larger fraction of 7-/n-Dalitz decays than the event sample used for ef-
ficiency estimation. Identical to real data, the electrons are identified using the same identifica-
tion criteria (see chapter 7), but only embedded electrons are used. Furthermore, the additional
RICH correction factor is not required since only simulated events are used. The simulation
does not incorporate bad performance sectors. For this reason, the missing sector correction
within the pair efficiency is neglected.

The identified electrons are corrected for efficiency as well as for acceptance. Afterwards,
the corrected spectra are compared to the generated input distributions (see Fig. 9.9). The ef-
ficiency corrected mass distribution agrees with the input distribution within 5% in the mass
range of M., = 0.20 — 0.40 GeV/c?. The maximum deviation is present at the low-mass
(M, < 0.20 GeV/c?) and the high-mass (M., > 0.40 GeV/c?) region of the distribution. At low
masses, mostly low momentum electrons and pairs with small opening angles contribute to the
spectrum. Electrons with p < 100 MeV/c? and a+._ < 9 are removed by cuts. The momentum
of particles is smeared due to the detector resolution. Consequently, sometimes a track can not
be clearly assigned to acceptance or efficiency losses. This results in uncertainties of the effi-
ciency correction. The deviation at higher masses (M., > 0.40 GeV/c?) is partially explained
by the large statistical errors, due to the limited number of tracks with large masses. But some
of those deviations arise of the efficiency estimation method itself. This might be induced by
the unknown composition of the dielectron sources. In detail, different decays have different
kinematics, which might result in a different pair efficiency and acceptance. Therefore, the re-
sults might depend on the cocktail composition. However, the used cocktail comprises a larger
amount of Dalitz decays, which is not expected in real data. In real data, pairs from two-body
decays are assumed to be the dominant source. Therefore, the scenario using a increased num-
ber of Dalitz decays is assumed to be the worst case with large deviations of the phase space
distribution from the experimental one. Consequently, this quality check depicts an upper limit
of deviations in case the cocktail contributions for the pair correction are not known precisely.

Finally, a mean deviation of the ratio from unity of 11% is estimated for the efficiency cor-
rections. For the acceptance correction, the deviation is larger is for masses up to 0.15 GeV/c?
around 20%. This deviation is induced by the strong correction, for tracks with low momentum

and small opening angle.
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Figure 9.9: Evaluation of efficiency correction method. The upper plot shows the identified pairs
corrected for acceptance and efficiency as well as the pair input distribution in the HADES accep-
tance (see section 9.1). The ratios in the lower plot compare the corrected yield to the simulated in-
put. They are presented for yields in acceptance (filled squares) and full phase space (open squares).

9.5 Corrected spectrum

Finally, the estimated efficiency and acceptance corrections are applied to the reconstructed
signal spectrum (see section 8.3). Therefore, the pair efficiency (eg‘}i}”) and acceptance (eigc”’) is
estimated with the single electron efficiency (e?Ej} ) and acceptance (eeEif ) and RICH correction

=+
factors (c%;,.p,):

Pair __ e~ e~ et et

€Eff = €EffCRich " €EffCRich (9.3)
Pair __ e~ et
€4cc = €Ace " €Ace (94)

The final yield within the HADES acceptance is estimated by dividing the reconstructed pairs
(NReco) by the pair efficiency. To correct the yield to the full phase space, the pair acceptance
has to be divided additionally:

1
N47r - NReco ' “Pair = _Pair (95)
Eff €Acc

146



9.5. CORRECTED SPECTRUM
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As expected, a comparison of both re- Figure 9.10: Comparison of efficiency corrected spec-

veals a large difference among them. Fur-  tra with and without RICH correction factor. The refer-

thermore, the Au+Au yield without using ence of elementary collisions is plotted in addition.
RICH correction is below the one of the reference spectrum in the 7° mass region. However,
the efficiency corrected Au+Au yield is expected to be larger than the reference spectrum yield
over the whole mass range, since additional sources of medium radiation are contributing to
the dielectron spectrum. Due to differences between simulated and real data, the efficiency esti-
mated using simulated data is larger than the real efficiency in experimental data. Consequently,
the correction factor is too small. After inclusion of the RICH correction factor, the dielectron
yield increases and exceeds the one of the reference yield. However, the shape of the spectrum
is not modified strongly due to the correction.

The efficiency corrected spectrum obtained with the standard analysis is compared to the
one without using close pair rejection criteria (see Fig. 9.11 (left)). The mass region above
0.15 GeV/c? and below 0.30 GeV/c? reveals a general underestimation of the reconstructed di-
electron yield for the standard analysis compared to the analysis without close pair rejection.
This might be caused by deviations between embedding events and experimental events using
et and e~ tracks embedded in real events. However, each single electron track might cause
correlated background, which is not reproduced in simulation and therefore not present in em-
bedding events. This source of noise might create signals in the drift chambers that result in
reconstruction of a MDC segment. In case this segment is close by to the electron track, an
application of the close pair rejection will remove the electron only in experimental data but not
in embedding files. As a consequence, the efficiency is assumed too large and will not corrected
for the removal of tracks in experimental data. To account for those uncertainties between the
different analyses, the average yield of both spectra is chosen up to a mass of 0.30 GeV/c?.
For masses above, the standard spectrum is chosen, since it has a better signal-to-background
ratio, which is important in the mass range with less reconstructed pairs to obtain a high signal
quality.
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Figure 9.11: Left: Comparison of the spectra with and without close pair rejection. Right: Resulting
mass spectra after applying the efficiency to each electron separately (black) and pair-wise (red).

To check the improvements of the pair efficiency correction with respect to the one estimated
for single electrons, both spectra are compared in Fig. 9.11 (right). In general, the spectra are in
agreement. The most significant deviations are present at masses around 0.10 — 0.20 GeV/c?. In
the high mass range, the pair efficiency corrected spectrum is of higher quality, due to less points
fluctuating. Theses improvements could be explained by two reasons. Since the background
subtraction, in case of pair correction, is not affected by efficiency correction, a more precise
background contribution is estimated and subtracted. A second advantage are the more stable
efficiency values. In the analysis of single electron efficiency correction, the high mass region
contains only a few electrons that are corrected by large correction factors of the order of 20.
A small error in the correction factor might lead to large deviations in the corrected spectrum.
The pair correction is better, since an efficiency, averaged over numerous pairs, is estimated for
correction.

9.6 Systematic errors due to efficiency and acceptance cor-
rection

As a final step, the systematic uncertainties of the correction method are determined. One uncer-

tainty arises from the reconstruction method, containing the single and pair efficiency method

(see section 9.4). A second uncertainty arises due to the simulation which is not ideal. In order

to identify differences of the efficiency and acceptance correction method itself, a self consis-
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tency check was performed. In case of the single electron efficiency corrections, differences

might arise due to:

* Deviations in the definition of acceptance and efficiency between experimental data and

simulated data.

* Usage of ideal instead of reconstructed momentum values to sort the correction factors.
In reality, the smearing of momentum values is caused by the detector resolution and

bremsstrahlung.
Moreover, also the pair efficiency method introduces uncertainties:

* Phase space differences of the generated electron cocktail compared to the real distribu-

tion in experimental data.

All those differences are summarized by the self consistence check (see Fig. 9.4). A relative
difference of 11% is estimated as mean deviation for the efficiency correction. However, the
acceptance correction introduces additional deviations, which are dominantly present in the
7% mass region. These errors arise due to the challenging extrapolation of the momentum and
opening angle distribution at invariant masses close to zero. As a result, 20% is chosen as mean
deviation error in the mass region up to 0.15 GeV /c2.

A second error, considering deviations between simulated and real data, needs to be added
as well. Most of the differences are taken into account by the correction factor already (see
section 9.2). In order to estimate the remaining differences, the calculation of the correction
factor is varied by modifying the track selection criteria. In one case the standard track sorting
(see section 4.4) is chosen while in the second approach more strict selection criteria are used
(see section 7.2). A ratio between both analyses methods reveals differences of 0.5%, but further
evaluation of the systematic errors would be important. Finally, the relative errors obtained by
the self consistency check ANLSSCC and relative deviations between experimental and simulated

data A]\ZM are added quadratically:

ANg ;7o ANsc®  ANgin?
Efth:\/ 5¢ L 205 1% + 0.5%2 2 11% (9.6)

NEgirot Nsc Nsim

As aresult, a flat error distribution is obtained for the efficiency correction. In case of acceptance

correction, the error is increased in the low-mass region correspondingly.
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Chapter 10
Results and discussion

In the previous chapters, the methods for electron and positron identification were discussed.
These electrons and positrons were paired to unlike-sign pairs and a combinatorial background
was estimated. The resulting signal spectra were corrected for efficiency and acceptance effects.

The reconstructed spectra will provide insights to the particle production and propagation in
heavy-ion collisions. To isolate contributions from the hot and dense stage of the heavy-ion col-
lision, the contributions from the others stages need to be identified and subtracted. Afterwards,

the reconstructed pair properties will be interpreted.

10.1 Resulting invariant mass, transverse mass, rapidity and

angular distributions

Fig. 10.1 shows the resulting efficiency corrected e*e™ invariant mass distribution normalized
to the number of neutral pions. The dielectron spectrum includes systematic uncertainties’,
which were discussed in section 8.4 and 9.6. The systematic errors due to background sub-
traction (ANpg,/Np,), efficiency (acceptance) correction (ANgsr/Ngsy) and normalization to
7 (AN,0 /N0 = 10%) are independent from each other and therefore added quadratically to

estimate the total systematic error (ANgys):

)2, (10.1)

ANSyS . <ANBG 2y ANEff 2y ANWO
NBg NEff Nﬂo

The resulting systematic errors are presented in Fig. 10.2. The first indication of a medium effect
is the observation that dielectrons are emitted with invariant masses far beyond the kinematic
limit of free NN collisions at the same beam energy. The integral pair multiplicities per produced

70 in selected mass bins are:

'Shown with gray boxes around the central value.
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Figure 10.1: Efficiency corrected mass spectrum.

M., < 0.15 GeV/c?: 1.9 - 10° pairs,

0.15 < M, < 0.30 GeV/c?: 1.3 - 10* pairs,

0.30 < M., < 0.70 GeV /c?: 4.3 - 103 pairs,

e M. > 1.40 GeV /c*: 50 pairs.

Fig. 10.3 shows the electron pair signal as a function of invariant mass and transverse momen-
tum. It demonstrates the high acceptance of HADES with only a small area of pr < 0.1 GeV/c
and M, < 0.1 GeV/c? that is not covered. Moreover, HADES has a large rapidity coverage
(-0.5 <y <0.6) around mid rapidity (see Fig. 10.4 (lower left)). The medium effects are expected
to be more prominent at low pp, and here HADES has a good coverage. Different dielectron
sources contribute to different mass regions. To isolate their properties, the e*e™ spectrum is

split in three different mass bins:
e 0.00 GeV/c? - 0.15 GeV/c? (nY region)
* 0.15 GeV/c? - 0.30 GeV/c? (Excess bin I)
* 0.30 GeV/c? - 0.70 GeV/c? (Excess bin II)

The ranges are motivated by the strong contribution of 7¥ in the low-mass region. In the mass
range above 0.15 GeV/c?, contributions from the medium are expected to be dominant, but this
mass region is challenging due to the small signal-to-background ratio. At higher masses, the

yield is still expected to be dominated by medium effects and the signal-to-background
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For an easier comparison, m.. is sub-

tracted from my. In the mass range Figure 10.3: Transverse momentum as a function of invari-
of 7™ m.. — 0.135 GeV/c? is sub- antmass for the identified dielectrons. The signal after com-
] ee T .

. . . binatorial background subtraction is shown.
tracted, while in the higher mass

range the mass of the pair itself is subtracted. In addition, the rapidity distributions (y) are
shown in Fig. 10.4 (lower left) with the mid rapidity y, = 0.74 subtracted. The spectra are
expected to be symmetric around mid rapidity. Due to the limited acceptances of HADES, the
spectra are not perfectly symmetric. Additionally, the angular distributions of dielectrons were
reconstructed (see Fig. 10.4 (lower right)). The helicity describes the angle of the electron with
respect to the virtual photon in the reference frame of the virtual photon. A more flat distribution
towards higher masses is clearly visible.
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Figure 10.4: Reconstructed pair observables for three different mass regions. The transverse mo-
mentum (upper left), transverse mass (upper right), rapidity (lower left) and helicity are presented
(lower right) after efficiency correction. All observables are normalized to 7°. The transverse mo-
mentum (pr) and transverse mass (mr) spectra are presented for acceptance corrected pairs.
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10.2 Dielectron contributions from the initial and freeze-out

stages

The analysis of dielectrons is aiming for extraction of signals from the hot and dense stage of
the heavy-ion collision. However, a physical background from the initial and freeze-out stage
contributes to the spectrum as well (see section 1.2.3). An extraction of the signal from the
hot and dense stage requires a precise knowledge of all contributions from initial and freeze-
out stages. The contributions from the initial stage are constructed by means of elementary
collisions while the freeze-out contributions are estimated on the basis of observed meson mul-

tiplicities in Au+Au collisions. Both distributions will be derived in the following sections.

10.2.1 Spectra normalization

In order to ease comparisons of the results with data obtained for other collisions systems,
the dielectron yields are normalized to the number of produced 7° in the respective centrality
class. In that way trivial volume effects are taken out as well as to first order also effects due to
different collision energies. Indeed the pion multiplicity shows a monotonous rise as a function
of the beam energy (see Fig. 1.23 (right)) [97].

Neutral pions can be reconstructed via an electromagnetic decay channel, namely their dou-
ble photon decay: 7 — . Since HADES does not contain a detector for v detection, only the
~ that converted in the detector material can be identified. Those photons convert in the detec-
tor material and produce an e*e™ pair which is identified by its kinematics. However, HADES
is optimized for a low material budget to reduce the background, created by conversion pairs,
in the dielectron measurement. Therefore, only in 0.78% of the cases both photons from a 7°
decay convert in the detector. Nonetheless, a four lepton analysis is performed to identify 7°. A
four electron invariant mass is reconstructed. The yield in the peak is estimated and corrected
for efficiency as well as acceptance to estimate the number of produced 7° in the collision (see
Table 10.1). However, the precision of the result is limited due to statistical and systematical
uncertainties.

An indirect way to derive the multiplicity of neutral pions is to use the charged pion multi-
plicities and to apply isospin symmetry arguments. The number of 7° corresponds to the mean
number of 7 and 7. Charged pions are most abundant and can be identified by restriction
of the identified particle velocity in combination with momentum. A resulting rapidity distri-
bution of 7~ is shown for each centrality class (s.t. Fig. 4.4) in Fig. 10.5 (left). The yield in
full phase space is estimated by extrapolation of the measured data to 47 and is summarized in
Table 10.1 for each centrality class. The errors are much smaller than the ones obtained from
the conversion analysis of 7°. They consist of a statistical, systematical and an additional error
from the extrapolation of the yield to the full phase space. Finally, the yield of isospin average
elementary collisions (1/2(pp+np)) is scaled with A,,,,. This is realized by scaling the Au+Au
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spectra by the number of 7° and 1/2(pp+np) by the corresponding number of 7¥ and results in

the so-called reference spectrum.

10.2.2 Contributions from the initial collision stage

In the early collision stage of heavy-ion collisions, incoming nucleons scatter with the ones from
the target and present the production processes for dielectrons. Therefore, baryonic resonances,
namely A and N*, as well as bremsstrahlung are most important dielectron sources at this stage
of the collision. Those processes are identical to the ones in elementary collisions. Previous
experiments by HADES have shown, that results from pp and np collisions differ significantly
(see Fig. 1.24). In order to incorporate this effect, the average yield of np and pp collisions is
estimated as contribution from first chance collisions, which are scaled by the number of 7° per

event.

10.2.3 Dielectron contributions from the late collision stage

Dalitz decays from 7°, 7 and w as well as two body decays of w and ¢ contribute to the dielec-
tron spectrum up to 1.1 GeV /c?. Some of those mass distributions are broad, which makes their
identification in the e*e™ channel challenging. A way to overcome this problem, is to identify
their yield in another decay channel and scale it with the corresponding branching ratio to the
ete™ decay channel.

The estimation of the 7° yield was already presented in section 10.2.1. The contribution of 7
was identified in the same way like 7° (by using the photon conversion method). The conversion
probability of 7 is different to the one of 7° and rises to 1.15%. The resulting 7 peak is shown in
Fig. 10.5 (center). It allows the reconstruction of the number of 7 in 0-40% most central Au+Au
collisions.

The estimation of the ¢ yield is more complicated, since it is more rarely produced. As
decay channel, the one to K™ and K~ is chosen since it has the highest branching ratio. The
reconstructed rapidity distribution is presented in Fig. 10.5 (right). Even an estimation of the
centrality dependence is available due to the signal reconstruction for two different centrality
classes (see Table 10.1).

An estimation of the w yield is challenging. It also needs to be identified via its decay
products, but most of its abundant decay channels contain neutrals in the final state. The parity
violating decay into two charged pions has only a branching ratio of 1.5% and the signal does not
emerge from respective invariant mass distribution due to the huge combinatorial background.
Therefore, its yield is estimated via the thermal model fit to the data (see section 1.1.3). The
data set used comprises Ayqe, p, 7, 1, KT, K%, K~ ¢ and A. After fixing the temperature
and baryon chemical potential of the system at freeze-out, the yields for w and various particles

are predicted.
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Figure 10.5: Reconstructed 7w~ (left), n (center) and ¢ (right) obtained from conversion and
hadronic decay channels.

All the yields are summarized in Table 10.1. Additionally, a centrality scaling to estimate an
Apare dependence is provided for all particles but 7 and w. Finally, the particles are generated
as a thermal distribution (the radial expansion velocity is set to 0) with the event generator
Pluto and smeared with the HADES momentum resolution. As a result, a cocktail of freeze-out

contributions is estimated.

Centrality | Ap,¢ 0 0| @ (03
0-40% 191 8.7 0.08 3x 102 1.94 x 10%
- 0, -

0-10% 303 13.4 336 x 104
10-20% 215 9.5 - -
20-30% 150 6.8 - -

1.28 x 10+
30-40% 103 4.9 - -

Table 10.1: Extracted hadronic cocktail yields. A centrality dependence of 1 and w could not be
estimated in Au+Au data.

10.3 Isolation of the excess yield

Information about the medium radiation is obtained by the comparison of the Au+Au data to the
elementary reference spectrum as well as to the hadronic cocktail at freeze-out. The reference
or cocktail yield is of the order of the Au+Au yield in the 7° mass region. For higher masses,
the Au+Au data shows a clear enhancement above the reference spectrum (see Fig. 10.6 (left)).
This excess is attributed to radiation from the hot and dense stage.

This excess yield can be directly estimated by subtraction of the known sources from the
Au+Au spectrum. However, ¢ and w are not subtracted since their yield has larger uncertain-
ties. Only the 7 and properly scaled isospin averaged reference spectrum (1/2(pp+np)) contribu-
tion is subtracted from the Au+Au spectrum. The acceptance corrected ete™ excess spectrum,
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normalized to the number of 7° is shown in Fig. 10.6 (right). Due to the large statistical and
systematical errors arising from corrections for an opening angle cut (o« > 9°) and a single
electron momentum cut (p. > 100 MeV/c) the spectrum is presented for M., >150 GeV/c?. To

extend the acceptance corrected spectra to zero masses requires additional investigations.
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Figure 10.6: Left: Efficiency corrected invariant mass distribution together with the dielectron con-
tributions from the first chance collisions and the freeze-out stage. Right: Acceptance corrected
excess yield after subtraction of 7 and reference spectrum. Both spectra are normalized to the num-
ber of 70,

10.4 Centrality and system size dependence of the excess yield

In order to investigate the in-medium properties systematically, the acceptance corrected excess
yield is presented for four different centrality classes in Fig. 10.7. The yield is not normalized

to 7

and the error due to normalization is not included to the total systematic error. Each
spectrum is scaled by factor of 50 for a better presentation. Due to large statistical and systematic
uncertainties, a significant conclusion can not be drawn, for which reason the excess yield is
integrated. The integration range between 0.3 GeV/c? and 0.7 GeV/c? was chosen (see section
10.1) and results in an excess yield with smaller relative errors compared to the single mass
bins. The propagation of the systematic error is more complicated since the correlation from
bin to bin is unknown. The error itself consists of a correlated and an uncorrelated fraction.
Only the correlated error is of importance and estimated as average bin error weighted by the

corresponding yield:

A’i 7
Aror = EZ—; (10.2)

Since only a fraction of the total systematic error is correlated, it is assumed that only 50% of

the total systematic error is correlated.
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Figure 10.7: Excess yield for four centrality classes after subtraction of the reference spectrum and
7. The excess yield is not normalized to the number of 7° in each centrality class to reduces the
systematical errors.

Finally, an integrated excess yield of 1.065 - 107* 4 0.057 - 10™*(stat) + 0.17 - 10~*(sys) is
estimated in the mass range between 0.3 GeV/c? and 0.7 GeV/c? for the 40% most central
events. The yields for four different centrality classes are plotted as a function of A, in Fig.
10.8 (left) after 7° and 7 subtraction only and in Fig. 10.8 (right) for subtraction of 1 and
reference spectrum. Both results indicate a similar rise as a function of A,,,;, which is modeled
by the following function:

FExcess «
N47r X 'Apart .

(10.3)

A fit of this function to data is applied, considering the statistical and systematical uncertainties.
It is assumed that some of the systematic uncertainties are the same for the different centrality
classes. Consequently, they will not influence the resulting scaling factor and can be neglected.
To account for this common systematic differences, the systematic error of the yield estimated
in the most peripheral class is subtracted from the systematic error of each centrality class.
As a result, only the systematic errors exceeding the one from the most peripheral class are
considered. This shall account for differences that vary between the centrality classes only,
since only those are relevant for a modification of the A,,,, dependence. In case of 70 and
71 subtraction, a = 1.32 4 0.15 is estimated as scaling factor (see Fig. 10.8 (left)), while a =
1.4440.17 1s estimated in case the reference spectrum and 7 is subtracted (see Fig. 10.8 (right)).
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The systematic studies can be extended by previous HADES measurements, namely C+C at
2A GeV and Ar+KCI at 1.76 A GeV which are compared to the 40% most central Au+Au
collisions. The excess yield for Au+Au for the 40% most central events is estimated as 1.322 -
107* 4 0.056 - 10~*(stat) & 0.16 - 10~*(sys) for the case with 7° and 7 subtraction, just as
it has been done for former runs. In order to compare the Au+Au excess yield to the previous
HADES measurements, C+C and Ar+KCl data is scaled with the incident beam energy. The
scaling is based on an excitation function of 7%, ) and excess yield from previous experiments
(see Fig. 10.9 (left)). It reveals a scaling of the excess yield similar to the scaling of the 7 yield.
The resulting yields after scaling and subtraction of the 7° and 7 contribution are compared to
Au+Au data in Fig. 10.9 (right). A fit to HADES data results in an excess scaling of o =
1.15 4 0.10, which is lower somewhat than within Au+Au data, but still in agreement within
errors. Besides the A,,,; dependence, the systematic evolution of the data with collision energy
is shown in Fig. 10.10 together with the results obtained by the STAR collaboration in the RHIC
beam energy scan.

Both, centrality and system size dependence of the excess yield, indicate a stronger than
linear rise with the number of participants. In contrast, the collision energy indicates a rather
moderate evolution of the excess yield. Those effects can be explained by the following collis-

sion properties:

* System size: A larger number of participating nucleons enhances the volume in which a

medium is created.

* Temperature and density: Collisions with a larger number of participating nucleons are
assumed to have higher temperatures and densities, that modify the thermal production

rates.

 Lifetime: The medium lasts longer and the production rates accumulate over a longer

system lifetime.

The most significant property regarding the excess yield scaling is the size system, which rises
strongly with A,,,;, in convolution with the lifetime of the system. Those properties are as-
sumed to have to strongest contribution to the enhanced excess in more central events. But also
the temperature might contribute to the larger yield since a small indication for a higher tem-
perature in more central collisions was given (see Fig. 10.13). Additionally, the temperature
increases with collision energy. For this reason, a smaller excess yield would be expected for
smaller collision energies. However, the yield at lower collision energies is rather constant and

is assumed to be compensated by an increased life time or volume of the fireball .
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Figure 10.8: Integrated excess in the mass region 0.30 < M., < 0.70 GeV/c? yields as a function
of Apqri. The excess yield is estimated by subtraction of the 79 and 7 (left) as well as by subtraction
of the elementary reference and 7 (right).
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Figure 10.9: Left: Excess scaling with beam energy. It scales similar to the number of produced 7°
per event. Right: Integrated excess yields of HADES experiments with 7% and reference spectrum
subtracted. The excess yields evolution is scaled to the collision energy of Au+Au data based on the
scaling in the left plot.
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10.5 Properties of matter created in Au+Au collisions

In heavy-ion collisions, a high energy is deposited within a volume, much larger than the parti-
cle size itself. This system is assumed to be in thermal equilibrium during the hottest collision
stage in which particles are produced. Based on these assumptions, this system can be expected
to be an ideal gas in which particle velocities are described by Maxwell-Boltzmann distribu-
tions [147]. Therefore, to estimate the temperature of the system the pair m spectra are fit with
the Boltzmann distribution:

— xmpe T, (10.4)

where m is the transverse mass and 7 ;; the inverse slope, the so-called effective temperature.
The latter is a convolution of the particle temperature and the radial expansion of the system.
Such a fit is applied to the transverse mass spectrum for five different mass ranges (see Fig.
10.11 (left)). 7° and 1 or 1/2(pp+np) and 7 are not subtracted from the data. Each mass range
is expected to comprise multiple sources for particle production, having one slope per source.
The mass ranges up to 0.45 GeV/c indicate at least two slopes, while the higher mass range
indicates a single slope. Consequently, each distribution is fit in a m range from 0.07 GeV/c? 2
to 1.0 GeV/c? 3. The fits are indicated by the colored lines and provide an effective temperature
for each mass range (see Fig. 10.11 (right)). Errors of the fit results arise due to statistical
uncertainties of each single points resulting an uncertainty of the determined fit parameter.

The results in Fig. 10.11 (right) reveal an increase of the effective temperature as a function

of mass. The estimated temperature in the 7° mass range needs to be corrected to account for

20.1 GeV/c? for the lowest mass range
30.6 GeV/c? for the highest mass range
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Figure 10.11: Left: Transverse mass spectra for five different mass regions together with their Boltz-
mann fit. No 7°,  and 1/2(pp+np) subtraction has been done. Right: Resulting effective tempera-
tures obtained by a one slope Boltzmann fit. They are compared to the kinetic freeze-out temperature
estimated with a blast wave fit [148].

the photon of the Dalitz decay which is not considered for the mother particle reconstruction.

9 — eTe” and using

This is done by comparing the estimated slopes of 7° — ~vete™ with 7
the differences of the estimated 7. as correction factor. As a result, a correction of 5.5 MeV
is estimated. A comparison of the extracted effective temperatures shows the largest deviations
from the trend for the 0.45 GeV/c? < M,, < 0.60 GeV/c? range. However, they are still con-
sistent within errors. The kinetic freeze-out temperature is not expected to vary strongly with
particle mass. As a consequence, the steady rise of the effective temperature is accounted to
the contribution by radial expansion. Particles with a higher mass a more affected by the radial
expansion of the systems. The rise of their S manifests itself in a larger temperature enhancing

T¢ s for particles with larger masses:

Tops = Thin + 1/2m < 57 >, (10.5)

where T}, is the kinetic freeze-out temperature. The kinetic freeze-out temperature is estimated
by a blast wave fit using protons, charged pions, K+, K?, ¢ and A. As a result of the fit a kinetic
freeze-out temperature of 62 = 10 MeV is estimated [148]. This value is smaller than the 7. ¢/
value due to the radial expansion of the collision system.

A second approach of temperature estimation within the collision systems is provided by
the slope of the excess yield (properly scaled 1/2(pp+np) and 1 are subtracted). This approach
assumes the fireball as object emitting thermal radiation in form of virtual photons following
Planck’s law [149]. The temperature of the radiator can be extracted by a fit to the invariant
mass distribution of the excess spectrum. A temperature extraction requires a proper scaling of
the mass spectrum by 1 /Me%e [54].
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Figure 10.13: Temperatures estimated by slope fit to the excess
yield in the mass range between 0.2 GeV/c? and 0.7 GeV/c?.
The errors in x-direction depict the error of Ay, The cen-
trality dependence is indicated by a fit of a linear function to
data from the different centrality ranges. The temperature of
0 — 40% centrality is shown as reference. T}, is estimated by
a blast wave fit to the hadron spectra. The conservative error of
10 MeV is assumed.

The resulting distribution is pre-
sented in Fig. 10.12 and a fit is ap-
plied in the mass range 0.2 GeV/c?
to 0.7 GeV/c?. As a result a tem-
perature of 71.6+2.2 MeV is ex-
tracted. This estimated temperature
is the real source temperature of the
radiation during the hot and dense
phase. However, it does not indi-
cate the maximum temperature but
the average temperature. The peak
temperatures are definitely higher.
A comparison to the model calcula-
tions in Fig. 1.30 (right) indicates a
maximum temperature of 80 MeV.
Assuming a lifetime 7=15 fm/c of
the hot and dense stage, results in a
temperature matching with the aver-

age of the simulation. Moreover, the

temperatures have been extracted for 0% — 20%, 20% — 30% and 30% — 40% centrality classes.

The results, shown in Fig. 10.13, indicate a rise of the temperature towards more central events.

This fact suggests a higher initial temperature in more central collisions. The estimated temper-
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atures are slightly higher than the kinetic freeze-out temperatures in every centrality class. In
conclusion, the dielectrons must be produced in a collision stage before the freeze-out and are
a probe of the hot and dense collision stage.

10.6 Assessment of excess characteristics using model calcu-

lations

The efficiency corrected mass spectrum is compared to the experimentally deduced cocktail (see
Fig. 10.1). An enhancement above the cocktail, the so-called excess yield, has been extracted.
The origin of the ete™ excess could be identified by comparison to model calculations. Each
model uses different production and propagation mechanisms. Therefore, a comparison to var-
ious models might give insides to a certain production scenario and the in-medium propagation
of hadrons.

In Fig. 10.14, the efficiency and acceptance corrected spectrum is presented in comparison to
cocktail contributions of 7°, 1 *, w, ¢, as discussed in chapter 10.2.3, and additional dielectron
yield from coarse-grained transport model calculations [4]. Two single points in the vector
meson mass region have a larger yield than their neighboring points and their mass matches
with the one of w and ¢.

The indication of the w meson motivates the determination of its yield. The yield is estimated
by a fit of the invariant mass spectrum (see Fig.10.15) with an exponential function to model the
physical background and a Gaussian function to estimate the w yield. To reduce the number of
fit parameters, the mean and width of the Gauss function was estimated by a fit to a simulated
(after the full analysis chain) w distribution. The estimated values are fixed as parameters of
the Gaussian and the fit is applied to the data while considering statistical errors. The integral
of the resulting Gaussian distribution provides the number of w decaying to dielectrons only.
Hence, the yield has to be divided by the branching ratio (BR,, = 7.28 - 10~°). However, as
indicated in the insert figure in Fig.10.15 the Gaussian function does not estimate the full yield
of the reconstructed w. Therefore, the yield has to be scaled up by the ratio of the both integrals
(Reconstructed/Gaussian). Consequently, the yield is scaled up by 30% to wy, = 9.9 - 1073 £
6.4 - 1073, For a comparison, the w of the cocktail is scaled up to match with the curve of the
fit (see Fig. 10.15). A scaling factor of 3.2 is used and results, together with the input yield of
3 - 1073 (resulting from a SHM fit to hadron yields), a yield of wy, = 9.6 - 10~ which agrees
with the one estimated with the Gaussian + background fit.

An additional contribution to the spectrum is the in-medium p. It does not show any peak struc-
ture in the spectrum (blue line). Therefore, its production must be strongly affected by the

medium. The underlying mechanism is attributed to the strong p-baryon coupling. The ete™

“Due to the smaller errors, the 7 yield is taken based on the extrapolation of TAPS measurements (s.t. Fig. 1.23)
[97].
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medium contribution is the dominant contribution above the 7 mass range and describes the
data reasonably well.

A comparison of various models to the efficiency corrected spectrum is presented in Fig.
10.16. All models are scaled to the same yield in the mass range between 0.05 GeV/c? and
0.1 GeV/c?. One of the models is a coarse graining [65] approach that has a similar magnitude
as the one of [4]. Both models apply the same thermal rates [54] and use different ways to
extract T', ug, Or of the system. The largest deviations are present in the mass region around
the w pole mass.

Another model calculation is provided by HSD, in which dielectrons are dominantly pro-
duced due to the decay of the A(1232) resonance. Medium effects are introduced by a broad-
ening and mass shift of the vector meson spectral function. Additionally, the regeneration of
the A resonance, increases the dielectron yield. The matching to data in the mass range up
to 0.3 GeV/c? is better than for both coarse gaining approaches. However, the yield is over-
estimated for the mass range above 0.4 GeV/c?. The spectrum with medium effects shows a
better agreement, since the one without underestimates the yield in the mass range between
0.4 GeV/c?and 0.6 GeV/c?. A fourth model (GiBUU) is also used and is based on contributions
from various baryonic resonances, but fails to describe the mass range up to 0.7 GeV/c?. This
could be caused by the missing in-medium spectral function in this model.

A further comparison of models to py spectra is performed to check the description quality
of the coarse-grained (GSI-Texas A&M) and HSD model calculation (see in Fig. 10.17). Both
model results are very similar and have less steep shape than the data in the 7° mass range.
They match with the data points in the excess mass ranges. The best agreement is obtained for
the mass range above 0.3 GeV/c?.

All of those results lead to the conclusion, that a thermal source is relevant for the description
of the excess yield. This argument could be strengthen by a check of the helicity distribution.
Helicity describes the angle of the electron (positron) to the virtual photon in the rest frame
of the virtual photon. A thermal source is expect to have random emission resulting in a flat
helicity distribution. A challenge arises due to the strong helicity dependence of the acceptance
correction (see Fig. 10.18 (upper)). For this reason, the assumption of an e*e™ source with a
flat helicity distribution is filtered by acceptance and compared to data in Fig. 10.18. The worst
agreement is obtained in the 7" mass range, which fits to the expectation that the helicity of 7°
is not flat. The better agreement in the higher mass region supports the assumption of a thermal
dielectron source. This fact together with the observation, that only models using an in-medium
spectral function do describe the data, strengthens the argument of thermal radiation as source

of the excess.
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Figure 10.14: Acceptance corrected mass spectrum together with the hadronic cocktail and in-
medium contribution.

‘_.H __l T T T T T 1 T T T T T T i i T T I i T T T | T T T L
~~ = i
O - e  Au+Au 0-40% (1.23 GeV/u)
(S') 1 0_3 E Gauss + exp. fit
O Cocktail (e X 3.2)

S = 9.9 10°+6.4-10°

- 1 0—4 W, =Y. +0.

-—

T 1 IIIIII|

dN/dM., [(
S

| lll% | IIIIIII| 1 IIIIIII| | IlIIIII|

|2} E
| £
E 3 .f
C O10°
: 0% \
1078k \
- 10%: )
- E Reconstructed  Gaussian
02 03 04 05 06 07 08 09 1
1 0—7 - M, [GeV/c?]
:l L L | 1 I L | | | I | | | L | | | L L I | | | L | | | L L

04 0.5 0.6 0.7 0.8 0.9 1
M, [GeV/c?]

Figure 10.15: Fit of a Gaussian + exponential function to the data. The w yield of the cocktail is
scaled up to match with the yield of the fit function. The insert figure sketches how the Gaussian
fit covers only a fraction of the actual w meson distribution, which is broadened due to momentum
resolution and bremsstrahlung.

167



CHAPTER 10. RESULTS AND DISCUSSION

e  Aut+Au 0-40% (1.23 GeV/u)
= Coarse graining GSI + Ckt
= Coarse graining FRA + Ckt
— GiBUU
e HSD

HSD + medium effects

|||||u_|,| |||||u_|,| |||||u_|,| |||||u_|,| |||||u_|,| |||||u_|,| 111

I R B R N3
0 0.2 04 06 0.8 1 1.2

M, [GeV/c?]

Figure 10.16: Model calculations compared to the efficiency corrected spectrum. GiBUU: [150],
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Chapter 11

Summary and Outlook

11.1 Summary

In this thesis, the measurement of dielectrons in Au+Au collisions was presented. In total,
7.3 - 10? of the 47% most central events were recorded at a kinetic beam energy of 1.234 GeV
and have been used for the analysis.

In order to improve the separation of electrons and positrons from hadronic background and
the close pair rejection, a backtracking algorithm has been developed to enhance the detection
capability of the RICH detector. Observables provided by various detectors, were applied in a
three step signal identification procedure: (I) track selection, (II) particle identification and (IIT)
close pair rejection. Subsequently, the identified lepton candidates were paired within events.
The background of uncorrelated combinations was estimated by a same event like-sign and
mixed unlike-sign background. Finally, a correction for efficiency and acceptance effects of the
detector and the identification procedure was evaluated and applied to the reconstructed signal
pairs.

As a result, the properties of the dielectron signal were presented, whereof their invariant
mass is of major importance since it is directly related to the spectral function of vector mesons.
The reconstructed invariant mass spectrum is nearly structureless. Small yields of w and ¢ con-
tribute to the spectrum. An indication for a p peak is not present, suggesting a strong broadening
of the spectral function due substantial depletion of the chiral condensate. The medium radia-
tion was isolated by subtraction of the sources from the initial and freeze out stages from the full
invariant mass spectrum. An excess yield of 1.322-107* +0.056 - 10~*(stat) +0.16- 10~*(sys)
was estimated in the mass range between 0.3 GeV/c? and 0.7 GeV/c? for events with 0% to 40%
centrality. This dilepton source is dominant compared to all other contributions and therefore a
clear indication of a medium created within the collision is possible. Its evolution was also in-
vestigated as a function of 10% centrality classes. A scaling of the excess yield was confronted
As a result, a scaling with o = 1.44 + 0.017

has been observed, indicating a larger, hotter and/or more dense system in more central events.

with assumption of an evolution like Cy - A7, ;.

A comparison to the excess yield estimated at collision energies up to 200 GeV shows a rather
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moderate collision energy dependence. This indicates, that the a larger system size convoluted
with the fireball lifetime (V' ® 7) compensates for the reduced excess yield due to the lower
temperature at SIS18 collision energies.

To characterize some of the system properties, an effective temperature was estimated for
five mass bins and indicates a rise towards higher masses. This effect is explained due to the
radial expansion of the fireball. Additionally, a true fireball temperature was extracted by a
"Planck"-like fit to the excess yield. A temperature of 71.6+2.2 MeV was estimated for the 40%
most central events. The temperature was also estimated for three separate centrality classes. As
a result, a hotter temperature for more central events has been found. These temperatures are
higher than the kinetic freeze-out temperature in the corresponding centrality class. Finally,
the data were compared to model calculations from GiBUU, HSD and two coarse-grained
approaches. It showed, that only models including medium radiation are able to describe the

Au+Au dielectron spectrum.

11.2 Future experiments

HADES plans to continue the systematic studies of dielectrons and strangeness production in
heavy-ion and elementary collisions. An upgrade of the SIS18 will be finished in the begin-
ning of 2018 and will allow new measurement campaigns. In the so-called FAIR Phase-0, the
upgraded HADES detector will be in operation. HADES plans to measure Ag+Ag collisions
at the highest available energy at SIS18 (1.65A GeV). This will provide further studies of the
excess excitation and allow to access w and ¢ with higher statistics (see table 11.1). The inter-
mediate mass range might be accessible as well. Due to the top SIS18 energy, strangeness will
be more abundant and the measurement of =~ is identified as one of the major topics. Addition-
ally, 7~ induced reactions are planned to scan the heavier resonances compared to the first pion
beam measurements in 2014.

HADES will also operate at FAIR Phase-1, at the SIS100 accelerator. Therefore, the exper-
iment has to be moved to the new cave, which is shared with the CBM experiment. A measure-
ment of heavy systems at highest energies is not possible due to the larger number of produced
particles, but HADES will perform important reference measurements. Moreover, Ag+Ag can
be measured at 3.54 GeV to investigate the excess yield scaling with collision energy. More
important, the increased energy allows to access the dielectron invariant masss range above the
¢ mass. At these low energies the structureless intermediate mass range is dominantly produced
by in-medium sources, since the background of charm and Drell-Yan decays is rather small.
Therfore a measurement of the slope of the spectrum in the intermediate mass range could

provide a measure of system temperature [54].
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Observable Counts/day Counts/day
(Ar+CL) (Ag+Ag)
Excess
(0.15<M < 0.55 GeV/c?) 690 55200
n
(M > 0.15 GeV/c?) 275 13200
w 1.7 82
o ~0.25 12
1.1 <M <1.5 GeV/c? ~5x10* 0.2

Table 11.1: Dielectron yields per day in Ag+Ag at 1.65A GeV. The yields are estimated based on
the Ar+KCl beam time, with an increased event rate by factor eight, increased yield due to Apart
scaling of a factor three to five and an enhanced efficiency of a factor of two. A comparison to the
Ar+KCl beam time indicates the better performance.

11.3 Upgrades

Several experiments are proposed to continue the investigation of QCD matter at SIS18 ener-
gies and increased energies at the upcoming FAIR accelerator SIS100 with HADES. For this

purpose, several detector upgrades are needed and being realized.

Detector upgrades

STS2

Figure 11.1: Sketch of RICH detector (left), ECAL (center) and STS (right).

RICH

A high efficiency of the RICH detector is essential for the dielectron analysis. During the
Au+Au beam time, a loss of detection efficiency compared to previous beam times has been
observed. As a consequence, a new UV photon detector will be installed by the end of 2017

(see Fig. 11.1 (left)). The current photon detector will be replaced by 428 photo multipliers
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(MAPMT), that are the same type, which will be used for the CBM RICH detector at FAIR.
The ring reconstruction is tested with the CBM algorithm and will enhance the et /e~ identifi-
cation efficiency substantially [151]. Once backtracking is adjusted to the new RICH geometry,
it is anticipated that the lepton identification will become more efficient. Further improvements
are expected due to the close pair rejection with backtracking which might be more efficient

with an increased number of photons (see Appendix).

Electromagnetic calorimeter

The dilepton analysis requires knowledge about the 7° and 7 yields as reference. Up to now,
HADES is only able to identify photons via the conversion method, which is not very efficient
due to the low conversion probability of around 1%. Therefore, an electromagnetic calorimeter,
replacing the PreShower detector and covering the polar angular region 16° < 6 < 45°, is under
construction. It will be equipped with 978 modules comprising a lead glas Cherenkov counters
and photomultipliers (see Fig. 11.1 (center))). Four out of the six sectors are planned to be
operational in 2018. Besides the possibility to detect 7° and 7 directly, further decay channels
of baryonic resonances, including photons as decay products, will be accessible. Moreover, the
dilelectron analysis will profit from a significantly improved e* /e~ to hadron separation for
momenta above 0.4 GeV/c [152].

Forward detector

Collisions of 7~ and p with nucleons or nuclei provide the baseline for heavy ion collisions. In
order to increase the HADES acceptance in forward direction (0.5° < © < 6.5°) for light col-
lision systems, a new forward detector will be installed. It consists of two Straw tube tracking
stations (STS) (see Fig. 11.1 (right)), which apply the technology that will be used in PANDA
at FAIR. Additionally, the ToF will be measured by an RPC detector and a segmented scintil-
lator will provide an energy loss information. Simulations have shown that measurements of
centrality or event plane, using SSTS in heavy-ion collisions, will not be possible due to the
high occupancy [153].

MDC upgrade

In order to be able to comply the requirements of high rates and occupancy, the MDC detector
read out electronics have to be upgraded. The reduction of crosstalk between neighboring wires,

and an increased bandwidth will increase the capability to operate at high hit occupancies [154].
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Zusammenfassung

Einleitung

QCD-Materie kann verschiedene Zustinde annehmen, deren Auftreten von der vorherrschen-
den Temperatur und Dichte abhéngt. In solchen Zustinden wird eine Modifikation von Eigen-
schaften der Hadronen, im Vergleich zu denen bei Normaldruck und Normaltemperatur, er-
wartet. Schwerionenkollisionen bei (ultra-)relativistischen Energien bieten eine Moglichkeit
solch extreme Materiezustinde im Labor zu untersuchen. Eine Schwerionenkollision entwick-
elt sich dynamisch, was zu einer Anderung der Temperatur und Dichte fiihrt. Ihre Entwicklung

kann in drei Stufen unterteilt werden:
* I: Erste Kollisionen
e II: Heie und dichte Phase
* III: Ausfrierphase

Von diesen drei Phasen ist die heie und dichte Phase am interessantesten, da dort neue Ma-
teriezustidnde erwartet werden. Diese zeichnen sich durch eine Verbreiterung der Spektralfunk-
tion von Hadronen aus. Ein Nachweis dieses Effekts ldsst sich durch eine erhohte Teilchenpro-
duktion unterhalb/oberhalb der Polmasse des jeweiligen Teilchens nachweisen.

Die Stirke dieser Effekte ist von der Temperatur, Grole und Dichte des Kollisionssys-
tems abhingig. Generell lassen sich hohe Temperaturen mit hohen Kollisionsenergien erzeu-
gen, wihrend niedrigere Temperaturen jedoch hohe baryonchemische Potentiale (ein Ma3 der
Antisymmetrie zwischen Materie und Antimaterie) bei niedrigeren Kollisionsenergien erzeugt
werden. Diese Zustinde konnen z.B. am SIS18 Beschleuniger am GSI Helmholtzzentrum fiir
Schwerionenforschung erzeugt werden. Dabei herrschen etwa dreimal so hohe Dichten wie
die normaler hadronischer Materie und Temperaturen bis etwa 80 MeV vor. Der dabei erzeugte
Feuerball besitzt eine Lebensdauer von etwa 11 fm/c. Sie ist vergleichbar mit denen bei héheren
Kollisionsenergien. Eine Besonderheit dieser Kollisionsenergien ist jedoch der dominante Bei-
trag der hadronischen Resonanzen (A, N*) zur Teilchenproduktion.

Eine Extraktion der Zustinde wéhrend der Kollision ist durch die Messung der produzierten
Teilchen moglich. Die starke Wechselwirkung von Hadronen innerhalb der Kollision verdeckt

jedoch die Hadroneneigenschaften. Daher werden Teilchen, die mittels eines virtuellen Photons
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in ein e*e™ Paar zerfallen, sogenannte Dileptonen (Dielektronen), verwendet. Der Produktions-

prozess wird jedoch nicht durch eine simple elektromagnetische Wechselwirkung beschrieben,

sondern ist modifiziert und wird von einem Formfaktor beschrieben. Eine Beschreibung dieses

Formfaktors liefert das Vector Meson Dominance (VMD) Modell. Es sagt aus, dass die virtuellen
Photonen die Identitét eines Vektormesons annehmen konnen. Dies ist moglich da beide Teilchen
den gleichen Spin und die gleiche Paritit besitzen. Die Wahrscheinlichkeit fiir ein bestimmtes

Vektormeson ist durch das Gell-Mann und Zweig Quarkmodell gegeben. Daher ist p das domi-

nante Vektormeson und ist zudem am besten geeignet, da es eine Lebensdauer von nur 1.3 fm/c

besitzt. Dadurch zerfillt es innerhalb des Feuerballs in ein e*e™ Paar . Dieses wechselwirkt nur

elektromagnetisch und daher sehr selten, sodass die Informationen iiber deren Eigenschaften

nahezu unverindert transportiert werden.

Eine Detektion von ete™ ermoglicht die Rekonstruktion des Mutterteilchens. Der dielek-
tronische Zerfall ist jedoch mit einem Faktor ~ 107° unterdriickt. Zudem sind solche Paare
bei SIS18 Energien noch seltener, da sie unterhalb der elementaren Produktionsschwelle pro-
duziert werden. Eine Estimation der Teilchenproduktion im Mediums setzt die Bestimmung der
Beitrige der Phasen vor und nach der heilen und dichten Phase voraus.

Bisher wurden verschiedene Dielektronenmessungen fiir verschiedene Kollisionssysteme
und Kollisionsenergien durchgefiihrt. Dazu zéhlen die Experimente am Bevalac/SIS18, SPS und
RHIC Beschleuniger. Alle beobachteten einen starken Beitrag von Dielektronen die im Medium
produziert wurden. Dabei wurde eine Verbreiterung der p Spektralfunktion festgestellt. Ansitze
zur theoretischen Beschreibung wurden von einem Modell, dass eine thermisch Produktion an-
nimmt, geliefert und waren in der Lage, alle Messungen zu beschreiben. Jedoch wurden schwere
Kollisionssyteme nur bei hohen Kollisionsenergien gemessen. Eine Erweiterung der systematis-
chen Untersuchung wird durch High Acceptance DiElectron Spectrometer (HADES) durchge-
fiihrt, indem im Jahr 2012 Au+Au Kollision bei 1.23 A GeV am SIS18 Beschleuniger gemessen
wurden.

Das HADES

HADES fiihrt Messungen am SIS18 Beschleuniger durch. Es ist fiir Dielektronenmessungen
in Schwerionenkollisionen bis zu einer Strahlenergie von 2A GeV optimiert. Dies setzt die
Aufzeichnung hoher Datenraten, grofle rdumliche Akzeptanz, Leichtbauweise zur Reduktion
von Konversion sowie Vielfachstreuung und eine gute Massenauflosung im Bereich der Vek-
tormesonen voraus. HADES besteht aus mehreren Unterdetektoren (Siehe Fig. 11.2 (links)),
welche jeweils einen spezifischen Beitrag zur Teilchenrekonstruktion leisten. Die Hauptkom-
ponente ist ein Magnetspektrometer, bestehend aus vier Vieldrahtdriftkammern (MDC) Ebenen
sowie einem supraleitenden Magneten, welches zur Spurrekonstruktion verwendet wird. Die
Flugzeit einer Spur wird bestimmt indem eine Startzeit vom START Detektor und eine Stopp-
zeit vom RPC (Polarwinkel < 45°) oder TOF (Polarwinkel > 45°) Detektor gemessen und da-
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raus die Differenz gebildet wird. Die Anzahl der Treffer im ToF Detektor wird zusétzlich zur
Zentralitdtsbestimmung der Kollision verwendet. Fiir die Elektronen- und Positronenidentifika-
tion wird der RICH Detektor verwendet. Im Polarwinkelbereich unter 45° ist der PreShower
Detektor fiir eine zusitzliche Hadronenreduktion installiert. Nachdem die Detektoren kalibri-
ert wurden, werden die aufgezeichneten Messwerte mittels der Analyseumgebung HYDRA zu
vollstandigen Spuren rekonstruiert. Diese Informationen werden in data summary tapes (DST)

gespeichert und fiir die Analyse bereitgestellt.

VUV mirror

Pre-Shower
NN carbon
shell

photo
Forward Wall detectors radiator gas
22 target |~ beam
counter
gas

ring
centroid

| 1 meter |

Figure 11.2: Links: Querschnitt des HADES Detektors. Der einkommende Strahl trifft von links
auf ein Ziel bestehend aus 15 Goldfolien. Die Signale der erzeugten Teilchen werden von den Subde-
tektoren aufgezeichnet. Rechts: Querschnitt des RICH Detektors. Ein Elektron erzeugt beim Durch-
queren des Radiators Tscherenkow Strahlung, welche durch die pad plane detektiert wird. Im Fall
des Backtrackings wird die Positron Spur verwendet um den erwarteten Ringmittelpunkt (ring cen-
troid) der Spur zu bestimmen.

Backtracking

Der RICH Detektor ist auf Identifikation von e™ /e~ Spuren ausgelegt. Jene emittieren in dem
RICH Radiator Tscherenkow-Strahlung, welche kegelformig um die Teilchenspur abgestrahlt
wird. Durch den verwendeten Spiegel werden im Photonendetektor kreisformige Photonen-
ansammlungen fiir den e /e~ Kandidat aufgezeichnet. Als standardmiRiges Ausleseverfahren
wird eine Ringsuche durchgefiihrt. Nachdem die Ringe identifiziert wurden, werden sie mit
rekonstruierten Teilchenspuren gepaart und als e™ oder e~ Kandidat bezeichnet, falls ein rdum-
liche Uberstimmung beider Positionen vorhanden ist.

Zur Steigerung der Effizienz wurde ein neuer Ansatz fiir eine effizientere Ringrekonstruk-
tion entwickelt. Bei dem sogenannten Backtrackingverfahren wird die Geschwindigkeit und

der Energieverlust der rekonstruierten Teilchenspur verwendet, um die Anzahl méglicher e
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und e~ Kandidaten zu reduzieren. Die verbliebenen Kandidaten werden verwendet, um eine
Position des Ringmittelpunktes im Photonendetektor vorherzusagen (Siehe Fig. 11.2 (rechts)).
In Abhingigkeit des Ringmittelpunktes kann der Bereich, in welchem Photonen zu erwarten
sind, bestimmt werden. Observablen werden aus den gemessenen Signalen, welchen mit dem
Vorhersagegebiet tibereinstimmen, konstruiert. Jene werden der Ausgangsspur zugeordnet, um

sie im weiteren Analyseverlauf zur e*e™ Identifikation anzuwenden.

Analyse

Fiir die folgende Analyse werden Au+Au Daten verwendet, welche im Jahr 2012 gemessen
wurden. Es wurden nur Ereignisse mit mindestens 20 Signalen im TOF aufgezeichnet, sodass
4.98 - 109 der 47% zentralsten Ereignisse gespeichert wurden. Von diesem Datensatz werden
Ereignisse mit schlechter Qualitét entfernt. Fiir die Analyse werden zudem nur 40% der zen-
tralsten Ereignisse verwendet. Nach diesen Einschriinkungen stehen somit 2.6 - 10° Ereignisse
fiir die Analyse bereit. Diese ist unterteilt in eine Identifizierung einzelner Leptonen und deren

Rekonstruktion zu paaren.

Leptonenidentifikation

Die grofSte Herausforderung zur Identifikation einzelner Leptonen aus Dielektronenpaaren, be-
steht in deren Seltenheit bei SIS18 Energien. Sie sind von einem groBen Untergrund hadronis-
cher Teilchen, aber auch von e* und e~ aus Photon Konversion im Detektormaterial umgeben.

Der hadronische Untergrund wird durch Einschrinkungen von physikalischen Observablen
entfernt. Dazu stehen die Qualitit der rekonstruierten Spur, die Abweichung zwischen Teilchen-
spurposition und der Position in RPC oder TOF, Teilchenimpuls, Energieverlust in MDC und
TOF, PreShower Information und RICH Informationen zur Verfiigung. In dieser Analyse wer-
den die RICH Observablen des Backtrackingverfahrens verwendet. Fiir eine Identifikation wer-
den alle Observablen in einem multivariaten Analyseverfahren verwendet, wodurch multidi-
mensionale Korrelation zwischen ihnen beriicksichtigt werden und zu einer verbesserten Iden-
tifikation fithren. Zu Beginn wird das Analyseverfahren mit simulierten Daten trainiert. Bei der
folgenden Anwendung auf echte Daten wird ein Wert zwischen O (Untergrund) und 1 (Signal)
ausgegeben. Alle Teilchenkandidaten mit einem Wert um 1 sind sogenannte Leptonenkandi-
daten. Viele dieser Kandidaten sind jedoch Konversionselektronen. Ein Konversionspaar zeich-
net sich vorzugsweise durch kleine Offnungswinkel aus. Daher kénnen Konversionselektronen

mit einer Limitierung des maximalen Offnungswinkels entfernt werden.

Paarrekonstruktion

Um Riickschliisse auf die Eigenschaften der heiflen und dichten Kollisionsphase ziehen zu kon-

nen, miissen die Mutterteilchen aus e*e™ Paaren rekonstruiert werden. Jedoch ist keine prizise
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Information iiber die Zugehorigkeit der Leptonen und ihren Ursprungsort vorhanden, sodass
alle Paare mit ungleichnamiger Ladung gebildet werden. Dabei werden jedoch auch unkor-
relierte Paare generiert, die einen Untergrund bilden und daher subtrahiert werden miissen.
Die Signalqualitit korreliert zu dem Signal zu Untergrund Verhéltnis. Daher wird eine Ein-
schriankung des Paaroffnungswinkels auf minimal 9° angewendet, um die Kombinatorik zu re-
duzieren. Durch das Offnungswinkelkriterium wird ein GroBteil der Konversionselektronen ent-
fernt wihrend das interessante Signal erhalten bleibt, da es sich durch groBere Offnungswinkel
auszeichnet. Eine Abschiitzung des Untergrundes im Massenbereich bis 0.30 GeV/c? basiert auf
dem same-event like-sign Verfahren. Dazu werden Paare mit gleichnamiger Ladung aus demsel-
ben Ereignis miteinander kombiniert. Der kombinatorische Untergrund (Cbe,,) Wird aus dem
geometrischen Mittelwert beider Ladungskombinationen bestimmt (Cbgeon, = 2/ N+t N—— ).
Da die Effizienz und Akzeptanz von Paaren mit unterschiedlicher Ladung varriert, muss der
Untergrund durch den sogenannten k-Faktor korrigiert werden. Er wird mithilfe von Paaren des
im Folgenden erwihnten mixed-event Verfahrens bestimmt:
Nt=

k= , 1.1
P NN (b

wobei N** die Anzahl der Paare mit der jeweiligen Ladung kennzeichnet. Im hoheren Massen-

bereich, sind weniger Paare vorhanden und die statistische Genauigkeit des same-event like-
sign Untergrundes sinkt. Daher wird in diesem Massenbereich das sogenannte mixed-event Ver-
fahren verwendet. Dabei werden ungleichnamig geladene Paare aus verschiedenen Ereignissen
kombiniert. Da die Hohe des Untergrunds, im Gegensatz zum same-event like-sign Verfahren,
nicht normiert ist, wird der Beitrag des mixed-event Untergrund an den des same-event like-sign
Untergrund im Massenbereich zwischen 0.20 GeV/c? und 0.30 GeV/c? angepasst. Der finale
Untergrund setzt sich somit aus beiden Methoden zusammen und wird von dem Spektrum der
Kombinationen ungleichnamiger Ladung abgezogen. Das erhaltene Spektrum beschreibt das
gemessene Signal.

Der erhaltene Untergrund ist jedoch noch von Effizienz- und Akeptanzeffekten der Anal-
yse und des Detektors behaftet. Diese Effekte miissen korrigiert werden und werden daher
mittels simulierter Daten bestimmt. Dazu wird eine Identifikation fiir simulierte e* /e~ Kan-
didaten in echten Ereignissen durchgefiihrt. Als Ergebnis erhélt man die Korrekturwerte fiir
einzelne et /e~ Spuren. Im Folgenden werden die Beitrige zum Dielektronenspektrum, mittels
eines simplen Modells zur Teilchenproduktion in einem Feuerball (Pluto), simuliert. Mittels der
Ortsinformationen und Eigenschaften der simulierten Teilchen kann der entsprechende Korrek-
turfaktor der einzelnen Teilchen erhalten werden. Die Kombination beider Korrekturfaktoren
fiihrt zu dem Paarkorrekturfaktor fiir Effizienz und Akzeptanz. Dieser wird verwendet, um die

rekonstruierten Paare zu korrigieren und somit die finalen Paarspektren zu erhalten.
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Ergebnisse

Zu Beginn ist es wichtig, die Beitrdage der aulerhalb der heilen und dichten Phase zu bestim-
men. Mittels elementarer Kollision (1/2(pp+np)) werden die Dielektronenbeitrige der ersten
Kollisionen bestimmt. Die Beitrige der Ausfrierphase werden durch andere Zerfallskanile in
Au+Au Kollisionen extrahiert und mit dem entsprechenden Dileptonenverzweigungsverhiltnis
skaliert. Fiir die Analyse der Eigenschaften der heilen und dichten Phase werden die rekon-
struierten Paareigenschaften verwendet. Davon ist die invariante Masse von besonderer Be-
deutung, da sie direkt mit der Spektralfunktion der Vektormesonen verkniipft ist. Das resul-
tierende Spektrum (siehe Fig. 11.3 (links)) zeigt einen nahezu exponentiellen Verlauf und nur
eine kleine Ansammlung von w und ¢ um deren Polmasse. Ein Beitrag von p bei dessen Pol-
masse ist nicht eindeutig zu erkennen, da dessen Spektralfunktion in der heiflen und dichten
Phase am stéarksten modifiziert wurde. Dies ist eine Anzeichen fiir eine erhebliche Schwichung
der Chiralen Symmetriebrechung. Der Vergleich des Au+Au Spektrums zu den Quellen der
ersten Kollisionen sowie denen der Ausfrierphase zeigt eine Uberstimmung im 7° Massenbe-
reich. Im hoheren Massenbereich ist ein klarer Uberschuss des Au+Au Spektrums gegeniiber
den gezeigten Beitrdgen vorhanden. Somit wurden diese Paare in der heil3en und dichten Phase
produziert. Der Teilcheniiberschuss kann genauer spezifiziert werden, indem die Quellen von
den vorherigen und folgenden Phasen abgezogen werden. Der Teilcheniiberschuss, nach Abzug
von den 1/2(pp+np) und 7 Beitriigen, betrigt 1.065- 1074 +0.057-107*(stat) £0.17-10~*(sys)
im Massenbereich zwischen 0.3 GeV/c? und 0.7 GeV/c? fiir eine Zentralitit zwischen 0% und
40%. Eine Unterteilung in vier verschiedene Zentralititsklassen erlaubt eine Untersuchung des
Teilcheniiberschusses in Abhéngigkeit von der Anzahl der kollidierenden Nukleonen (A,q,+)

(siehe Fig. 11.3 (rechts)). Der Verlauf wird wie folgt angenommen: Cj - A<,

part- EINE Anpassung

dieser Funktion an die Datenpunkte ergibt einen Skalierungsfaktor o« = 1.44+0.17. Der Anstieg
kann durch eine hohere Temperatur, Lebensdauer und ein grofleres System hervorgerufen wer-
den. Zusitzlich wird der Teilcheniiberschuss der 40% zentralsten Ereignisse mit dem aus C+C
und Ar+KCl Kollisionen verglichen. Dazu muss der Teilcheniiberschuss korrigiert werden, um
mit der Kollisionsenergie der Au+Au Daten iibereinzustimmen. Als Ergebnis erhilt man ein
Skalierungsfaktor o = 1.15 £ 0.10. Dieser Wert ist zwar niedriger als in Au+Au, aber im-
mer noch konsistent innerhalb der Fehler. Des Weiteren wird der Uberschuss in Abhingigkeit
der Kollisionsenergie untersucht. Dabei zeigt sich ein nahezu konstanter Wert. Basierend auf
einer niedrigeren Temperatur bei niedrigen Kollisionsenergien, wiirde man einen reduzierten
Uberschuss erwarten. Dies ist nicht der Falls und lisst auf ein groBeres Kollisionsvolumen und
langlebigeres Kollisionssystem bei niedrigeren Kollisionsenergien schliefen.

Um einen Einblick in weitere Kollisionseigenschaften zu erhalten, wird die effektive Tem-
peratur bestimmt. Die extrahierten Temperaturen zeigen einen Anstieg fiir grof3ere Massen, was
auf die radiale Expansion, welche sich stirker auf grole Massen auswirkt, zuriickzufiihren ist.
Trs¢ beschreibt daher nicht die Emissionstemperatur der Dielektronen. Eine Temperatur zu

dem Zeitpunkt der Dileptonenemission kann durch eine sogenannte "Planck"-Anpassung be-
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stimmt werden. Die Temperatur fiir die 40% zentralsten Au+Au Kollisionen ist 71.6+2.2 MeV.
Eine zentralititsabhingige Analyse zeigt zudem einen Anstieg zu hohen Massen an (siehe Fig.
11.4 (links)). In dem Histogramm wird ebenfalls angedeutet, dass T'pjnc1 jeweils hoher als die
kinetische Ausfriertemperatur ist. Dies bedeutet, dass die Dielektronen in einer heilen Phase vor
dem ausfrieren erzeugt wurden und sich somit eignen, um die heifle und dichte Kollisionsphase
zu untersuchen. Zum Schluss werden, die Daten mit Modellrechnungen von mikroskopischen
Transportmodellen verglichen (siehe Fig. 11.4 (rechts). Dabei zeigen Modelle, die eine im
Medium modifizierte Dileptonenspektralfunktion beinhalten (CG, HSD), eine bessere Ubere-
instimmung als jenes ohne (GiBUU). Zusammen mit den extrahierten Kollisionseigenschaften
ergibt sich die Schlussfolgerung, dass in den gemessenen Au+Au Kollisionen eine heifle und
dichte Phase erzeugt wurde, in welcher thermische Dielektron emittiert werden die einen sig-
nifikanten Teilcheniiberschuss im Dielektronenspektrum herbeifiihren.
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Figure 11.3: Links: Invariante Masse Verteilung fiir Au+Au Kollision. Die Beitrige aus ele-
mentaren Kollisionen (1/2(np+nn)) sowie die der Ausfrierphase sind zusitzlich dargestellt. 7° ist
dabei bereits in elementaren Kollisionen enthalten. Rechts: Akzeptanzkorrigierter Teilcheniiber-
schuss fiir den Massenbereich zwischen 0.3 GeV/c?und 0.7 GeV/c?. Die rote Linie zeigt die Anpas-
sung einer exponentiellen Funktion an die Datenpunkte.
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Appendix A

Application of backtracking at the
upgraded RICH detector

An application of backtracking using the
new RICH detector requires an adjust-
ment of backtracking parameters. The
geometry of the RICH photon detector
changes the ring positions and therefore
the shapes on the pad plane, for a given
lepton track angle, are modified. Once
the parameters are tuned, backtracking
might profit from the higher efficiency.
Especially the quality variable X2, (see
section 5.4.3 ) will become more accu-
rate. This is anticipated since an larger
number of photons assure provide a bet-
ter precision to evaluate how well the
photon distribution matches with the pre-
dicted ring shape. Also the basic observ-
ables, e.g. the number of pads or num-
ber of maxima, will provide a better sep-

aration between signal and noise hits.

%+ Track
® Bt maximum

==z Bt expectation area
— 1st/2nd angular region

Figure A.1: Sketch of the close partner search including
the two search regions. Besides an identified lepton track
a possible conversion lepton partner is shown. Since the
opening angle is quite large, the criteria for the outer an-
gular region are applied. Due to the fact that both rings
have unshared maxima, all are identified as leptons and
marked as close pair.

Therefore, the lepton identification with backtracking is assumed to gain lepton identification

efficiency. Based on the findings in Au+Au, lepton identification performs even better by us-

ing backtracking observables in combination with a neural network. Such an analyses might

provide an even higher identification efficiency than a similar approach using the ring finder

observables.

Further improvements are expected due to the close pair rejection with backtracking. A re-

jection method applying backtracking observables was tested to improve the close pair rejection
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was tested in Au+Au data but could not be implemented since the effect of the rejection was
not reproduced well in simulation. Consequently, the spectra were not corrected properly by
efficiency correction. The tested approached extends the application range of the close pair re-
jection by splitting it in two opening angle ranges (see Fig. A.1). The first range is restricted to
a = 3.46° at © = 20° to o = 4.5° at © = 85° as upper threshold. A second opening angle range
begins at these opening angles and is restricted by an upper opening angle limit of o = 7°.

While the criteria in the inner range are kept as explained in section A.1, backtracking infor-
mation is applied to the close pair search in the second opening angle range. The identification
criterion is based on the charge of backtracking maxima per ring. Two cases of signal sharing
in the RICH detector are distinguished:

1. Case 1: Both tracks are very close and their backtracking expectation regions overlap
nearly completely, wherefore every RICH hit overlaps with the second ring as well. Con-
sequently, this is not a reliable ring signature and could be created by matching with a
random hadron track.

2. Case 2: The close by track candidate overlaps and besides shared hits, additional RICH
hits are measured in the remaining ring region. Due to additional RICH hits, the track

candidate is considered as a real lepton hit.

For rejection, only tracks having their own RICH hits are considered (Case 2) and selected via
backtracking observables (see Fig. A.1). The number of isolated maxima reaches a value around
5 at maximum, while the isolated sum of maxima charge per ring offers a range from 75 up to
around 2000. Since the charge has a more fine binning, it provides a more smooth selection
criterion. For this reason, a minimum sum of maxima charge (Qpsqzime > 150), which is not
shared with the adjacent ring is required. Finally, the rejection criteria in both angular ranges

are applied to reduce further combinatorial background induced by conversion leptons.
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